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polynomials with special emphasis in its recent developments and its importance
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1. Introduction

The origin of the theory of D-modules can be found in the work of Bernstein
[Ber71, Ber72] where he gave a solution to a question posed by I. M. Gel’fand [Gel57]
at the 1954 edition of the International Congress of Mathematicians regarding the
analytic continuation of the complex zeta function. The solution is based on the
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existence of a polynomial in a single variable satisfying a certain functional equation.
This polynomial coincides with the b-function developed by Sato in the context of
prehomogeneous vector spaces and it is known as the Bernstein-Sato polynomial.

The theory of D-modules grew up immensely in the 1970’s and 1980’s and
fundamental results regarding Bernstein-Sato polynomials were obtained by Mal-
grange [Mal74b, Mal75, Mal83] and Kashiwara [Kas77, Kas83]. For instance, they
proved the rationality of the roots of the Bernstein-Sato polynomial and related
the roots to the eigenvalues of the monodromy of the Milnor fiber associated to the
singularity. Indeed this link is made through the concept of V -filtrations and the
Hilbert-Riemann correspondence.

The theory of D-modules burst into commutative algebra through the seminal
work of Lyubeznik [Lyu93] where he proved some finiteness properties of local
cohomology modules. Nowadays, the theory of D-modules is an essential tool used
in the area and has a prominent role. For example, the smallest integer root of the
Bernstein-Sato polynomial determines the structure of the localization [Wal05], and
thus, using the Čech complex, it is a key ingredient in the computation of local
cohomology modules [Oak97a, Oak97b, Oak97c, Oak18]. In addition, several results
regarding finiteness aspects of local cohomology were obtained via the existence of the
Bernstein-Sato polynomial and related techniques [NB13, ÀHNB17]. Finally, there
are several invariants that measure singularity that are related to the Bernstein-Sato
polynomial [ELSV04, MTW05, BS05, BMS06b].

In this expository paper we survey several features of the theory of Bernstein-Sato
polynomials relating to commutative algebra that have been developed over the last
fifteen years or so. For instance, we discuss a version of Bernstein-Sato polynomial
associated to ideals was introduced by Budur, Mustaţă, and Saito [BMS06b]. We
also present a version of the theory for rings of positive characteristic developed by
Mustaţă [Mus09] and furthered by Bitoun [Bit18] and Quinlan-Gallego [QG20b].
Finally, we treat a recent extension to certain singular rings [HM18, ÀHNB17,
ÀHJ+19]. In addition, we discuss relations between the roots of the Bernstein-Sato
polynomial and the poles of the complex zeta functions [Ber71, Ber72] and also the
relation with multiplier ideals and jumping numbers [ELSV04, BS05, BMS06b].

In this survey we have extended a few results to greater generality than previously
in the literature. For instance, we prove the existence of Bernstein-Sato polynomials
of nonprincipal ideals for differentiably admissible algebras in Theorem 5.6. In
Proposition 8.2, we show that Walther’s proof [Wal05] about generation of the
localization as a D-module also holds for nonregular rings. In Theorem 8.6 we
observe conditions sufficient for the finiteness of the associated primes of local
cohomology in terms of the existence of the Bernstein-Sato polynomial; this covers
several cases where this finiteness result is known. We point out that these results
are likely expected by the experts and the proofs are along the lines of previous
results. They are in this survey to expand the literature on this subject.

We have attempted to collect as many examples as possible. In particular, Section
4 is devoted to discuss several examples for classical Bernstein-Sato polynomials. In
Section 5, we also provide several examples for nonprincipal ideals. In addition, we
tried to collect many examples in other sections. We also attempted to present this
material in an accessible way for people with no previous experience in the subject.
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The theory surrounding the Bernstein-Sato polynomial is vast, and only a portion
of it is discussed here. Our most blatant omission is the relation of the roots of
Bernstein-Sato polynomials with the eigenvalues of the monodromy of the Milnor
fiber [Mal74a]. Another crucial aspect of the theory that is not touched upon here
is mixed Hodge modules [Sai86]. We also do not discuss the different variants
of the Strong Monodromy conjecture which relate the poles of the p-adic Igusa
zeta function or the topological zeta function with the roots of the Bernstein-Sato
polynomial [Igu00, DL92, Nic10]. We also omitted computational aspects of this
subject [Oak97a, BL10]. We do not discuss in depth several recent results obtained
via representation theory [LRWW17, Lőr20]. We hope the reader of this survey is
inspired to learn more and we enthusiastically recommend the surveys of Budur
[Bud05, Bud15b], Granger [Gra10], Saito [Sai09], and Walther [Wal15, EGSS02] for
further insight.

2. Preliminaries

2.1. Differential operators.

Definition 2.1. Let K be a field of characteristic zero, and let A be either

• A = K[x1, . . . , xd], a polynomial ring over K,
• A = KJx1, . . . , xdK, a power series ring over K, or
• A = C{x1, . . . , xd}, the ring of convergent power series in a neighborhood
of the origin over C.

The ring of differential operators DA|K is the K-subalgebra of EndK(A) generated
by A and ∂1, . . . , ∂d, where ∂i is the derivation ∂

∂xi
.

In the polynomial ring case, DA|K is the Weyl algebra. We refer the reader to
books on this subject [Cou95], [MR87, Chapter 15] for a basic introduction to this
ring and its modules. The Weyl algebra can be described in terms of generators
and relations as

DA|K = K〈x1, . . . , xd, ∂1, . . . , ∂d〉
(∂ixj − xj∂i − δij | i, j = 1, . . . , d) ,

where δij is the Kronecker delta. As DA|K is a subalgebra of EndK(A), xi ∈ DA|K is
the operator of multiplication by xi. The ring DA|K has an order filtration:

Di
A|K =

⊕
a1,...,ad∈N
b1+···+bd≤i

K · xa1
1 · · ·x

ad
d ∂

b1
1 · · · ∂

bd
d .

The associated graded ring ofDA|K with respect to the order filtration is a polynomial
ring in 2d variables. Many good properties follow from this, for instance, the Weyl
algebra is left-Noetherian, is right-Noetherian, and has finite global dimension.

In the generality of Definition 2.1, the associated graded ring of DA|K with respect
to the order filtration is a polynomial ring over A.

Rings of differential operators are defined much more generally as follows.

Definition 2.2. Let K be a field, and R be a K-algebra.

• D0
R|K = HomR(R,R) ⊆ EndK(R).
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• Inductively, we define Di
R|K as

{δ ∈ EndK(R) | δ ◦ µ− µ ◦ δ ∈ Di−1
R|K for all µ ∈ D0

R|K}.

• DR|K =
⋃
i∈N D

i
R|K.

We call DR|K the ring of (K-linear) differential operators on R, and

D0
R|K ⊆ D

1
R|K ⊆ D

2
R|K ⊆ · · ·

the order filtration on DR|K.

We refer the interested reader to classic literature on this subject, e.g., [Gro67,
S16.8], [Bjö79], [Nak70], and [MR87, Chapter 15]. We now present a few examples
of rings of differential operators.

(i) If A is a polynomial ring over a field K, then

Di
A|K =

⊕
a1+···+ad≤i

A · ∂
a1
1
a1! · · ·

∂add
ad!

,

where ∂
ai
i

ai!
is the K-linear operator given by

∂aii
ai!

(xb1
1 · · ·x

bd
d ) =

(
bi
ai

)
xb1

1 · · ·x
bi−ai
i · · ·xbdd .

Here, we identify an element a ∈ A with the operator of multiplication by a.
In particular, when K has characteristic zero, this definition agrees with Defini-
tion 2.1.

(ii) If R is essentially of finite type over K, and W ⊆ R is multiplicatively closed,
then Di

W−1R|K = W−1Di
R|K. In particular, for R = K[x1, . . . , xd]f ,

Di
R|K =

⊕
a1+···+ad≤i

K[x1, . . . , xd]f ·
∂a1

1
a1! · · ·

∂add
ad!

.

(iii) If A is a polynomial ring over K, and R = A/a for some ideal a, then

Di
R|K =

{δ ∈ Di
A|K | δ(a) ⊆ a}
aDi

A|K
.

In general, rings of differential operators need not be left-Noetherian or right-
Noetherian, nor have finite global dimension [BGG72].

We note that if R is an N-graded K-algebra, then DR|K admits a compatible
Z-grading via deg(δ) = deg(δ(f))− deg(f) for all homogeneous f ∈ R.

Remark 2.3. The ring R is tautologically a left DR|K-module. Every localization
of R is a DR|K-module as well. For δ ∈ DR|K, and f ∈ R, we define δ(j),f inductively
as δ(0),f = δ, and δ(j),f = δ(j−1),f ◦ f − f ◦ δ(j−1),f . The action of DR|K on W−1R
is then given by

δ · r
f

=
t∑

j=0

δ(j),f (r)
f j+1

for δ ∈ Dt
R|K, r ∈ R, f ∈W .
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Definition 2.4. Let a ⊆ R be an ideal and F = f1, . . . , f` ∈ R be a set of generators
for a. LetM be any R-module. The Čech complex ofM with respect to F is defined
by

Č•(F ;M) : 0→M →
⊕
i

Mfi →
⊕
i,j

Mfifj → · · · →Mf1···f` → 0,

where the maps on every summand are localization maps up to a sign. The local
cohomology of M with support on a is defined by

Hi
a(M) = Hi(Č•(F ;M)).

This module is independent of the set of generators of a.

As a special case, H1
(f)(R) = Rf

R
.

The Čech complex of any left DR|K-module with respect to any sequence of
elements is a complex of DR|K-modules, and hence the local cohomology of any
DR|K-module with respect to any ideal is a left DR|K-module.

2.2. Differentiably admissible K-algebras. In this subsection we introduce what
is called now differentiably admissible algebras. To the best of our knowledge, this is
the more general class of ring where the existence of the Bernstein-Sato polynomial
is known. We follow the extension done for Tate and Dwork-Monsky-Washnitzer
K-algebras by Mebkhout and Narváez-Macarro [MNM91], which was extended by
the third-named author to differentiably admissible algebras [NB13]. We assume
that K is a field of characteristic zero.

Definition 2.5. Let A be a Noetherian regular K-algebra of dimension d. We say
that A is differentiably admissible if

(i) dim(Am) = d for every maximal ideal m ⊆ A,
(ii) A/m is an algebraic extension of K for every maximal ideal m ⊆ A, and
(iii) DerA|K is a projective A-module of rank d such that the natural map

Am ⊗A DerA|K → DerAm|K

is an isomorphism.

Example 2.6. The following are examples of differentiably admissible algebras:

(i) Polynomial rings over K.
(ii) Power series rings over K.
(iii) The ring of convergent power series in a neighborhood of the origin over C.
(iv) Tate and Dwork-Monsky-Washnitzer K-algebras [MNM91].
(v) The localization of a complete regular rings of mixed characteristic at the

uniformizer [NB13, Lyu00].
(vi) Localization of complete local domains of equal-characteristic zero at certain

elements [Put18].

We note that in the Examples 2.6(i)-(iv), we have that DerA|K is free, because
there exists x1, . . . , xd ∈ R and ∂1, . . . , ∂d ∈ DerA|K such that ∂i(xj) = δi,j [Mat80,
Theorem 99].
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Theorem 2.7 ([NB13, Theorem 2.7]). Let A be a differentiably admissible K-algebra.
If there is an element f ∈ A such that R = A/fA is a regular ring, then R is a
differentiably admissible K-algebra.

Remark 2.8 ([NB13, Proposition 2.10]). Let A be a differentiably admissible
K-algebra. Then,

(i) Dn
A|K = (DerA|K +A)n, and

(ii) DA|K ∼= A〈DerA|K〉.

Theorem 2.9 ([NB13, Section 2]). Let A be a differentiably admissible K-algebra.
Then,

(i) DA|K is left and right Noetherian;
(ii) grD•

A|K
(DA|K) is a regular ring of pure graded dimension 2d;

(iii) gl.dim(DA|K) = d.

We recall that for Noetherian rings the left and right global dimension are
equal. In fact, this number is also equal to the weak global dimension [Rot09,
Theorem 8.27].

Definition 2.10 ([MNM91]). We say that DA|K is a ring of differentiable type if

(i) DA|K is left and right Noetherian,
(ii) grD•

A|K
(DA|K) is a regular ring of pure graded dimension 2d, and

(iii) gl.dim(DA|K) = d.

By Theorem 2.9, any differentiably admissible algebra is a ring of differentiable
type.

2.3. Log-resolutions. Let A = C[x1, . . . , xd] be the polynomial ring over the com-
plex numbers and set X = Cd. A log-resolution of an ideal a ⊆ A is a proper
birational morphism π : X ′ → X such that X ′ is smooth, a · OX′ = OX′ (−Fπ)
for some effective Cartier divisor Fπ and Fπ + E is a simple normal crossing di-
visor where E = Exc(π) =

∑r
i=1Ei denotes the exceptional divisor. We have a

decomposition Fπ = Fexc + Faff into its exceptional and affine parts which we
denote

Fπ :=
r∑
i=1

NiEi +
s∑
j=1

N ′jSj

with Ni, N ′j being nonnegative integers. For a principal ideal a = (f) we have that
Fπ = π∗f is the total transform divisor and Sj are the irreducible components of
the strict transform of f . In particular N ′j = 1 for all j when f is reduced.

The relative canonical divisor

Kπ :=
r∑
i=1

kiEi

is the effective divisor with exceptional support defined by the Jacobian determinant
of the morphism π.

There are many invariants of singularities that are defined using log-resolutions
but for now we only focus on multiplier ideals. We introduce the basics on these
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invariants and we refer the interested reader to Lazarsfeld’s book [Laz04]. We also
want to point out that there is an analytical definition of these ideals that we
consider in Section 10.

Definition 2.11. The multiplier ideal associated to an ideal a ⊆ A and λ ∈ R≥0 is
defined as

J (aλ) = π∗OX′ (dKπ − λFπe) = {g ∈ A | ordEi(π∗g) ≥ bλei − kic ∀i}.

An important feature is that J (aλ) does not depend on the log-resolution
π : X ′ → X. Moreover we have Riπ∗OX′ (dKπ − λFπe) = 0 for all i > 0.

From its definition we deduce that multiplier ideals satisfy the following properties:

Proposition 2.12. Let a, b ⊆ A be ideals, and λ, λ′ ∈ R≥0. Then,

(i) If a ⊆ b, then J (aλ) ⊆ J (bλ).
(ii) If λ < λ′, then J (aλ′) ⊆ J (aλ).
(iii) There exists ε > 0 such that J (aλ) = J (aλ′), if λ′ ∈ [λ, λ+ ε).

Definition 2.13. We say that λ is a jumping number of a if
J (aλ) 6= J (aλ−ε)

for every ε > 0.

Notice that jumping numbers have to be rational and we have a nested filtration
A % J (aλ1) % J (aλ2) % · · · % J (aλi) % · · ·

where the jumping numbers are the λi where we have a strict inclusion and λ1 = lct(a)
is the so-called log-canonical threshold. Skoda’s theorem states that J (aλ) =
a · J (aλ−1) for all λ > dimA.

Multiplier ideals can be generalized without much effort to the case where X
is a normal Q-Gorenstein variety over a field K of characteristic zero; one needs to
consider Q-divisors. Fix a log-resolution π : X ′ → X and let KX be a canonical
divisor on X which is Q-Cartier with index m large enough. Pick a canonical divisor
KX′ in X ′ such that π∗KX′ = KX . Then, the relative canonical divisor is

Kπ = KX′ −
1
m
π∗(mKX)

and the multiplier ideal of an ideal a ⊆ OX is J (aλ) = π∗OX′ (dKπ − λFπe).
A version of multiplier ideals for normal varieties has been given by de Fernex and

Hacon [dFH09]. In this generality we ensure the existence of canonical divisors that
are not necessarily Q-Cartier. Then we may find some effective boundary divisor ∆
such that KX + ∆ is Q-Cartier with index m large enough. Then we consider

Kπ = KX′ −
1
m
π∗(m(KX + ∆))

and the multiplier ideal J (aλ,∆) = π∗OX′ (dKπ − λF e) which depends on ∆. This
construction allowed de Fernex and Hacon to define the multiplier ideal J (aλ)
associated to a and λ as the unique maximal element of the set of multiplier ideals
J (aλ,∆) where ∆ varies among all the effective divisors such that KX + ∆ is
Q-Cartier. A key point proved in [dFH09] is the existence of such a divisor ∆ that
realizes the multiplier ideal as J (aλ) = J (aλ,∆).
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2.4. Methods in prime characteristic. In this section we recall definitions and
results in prime characteristic that are used in Section 6. We focus on Cartier
operators, differential operators, and test ideals.

Let R be a ring of prime characteristic p. The Frobenius map F : R → R is
defined by r 7→ rp. We denote by F e∗R the R-module that is isomorphic to R as
an Abelian group with the sum and the scalar multiplication is given by the e-th
iteration of Frobenius. To distinguish the elements of F e∗R from R we write them
as F e∗ f . In particular, r · F e∗ f = F e∗ (rpef). Throughout this subsection we assume
that F e∗R is a finitely generated R-module: that is, R is F -finite.

Definition 2.14. Let R be an F -finite ring.

(i) An additive map ψ : R→ R is a pe-linear map if ψ(rf) = rp
e

ψ(f). Let FeR be
the set of all the pe-linear maps.

(ii) An additive map φ : R→ R is a p−e-linear map if φ(rpef) = rφ(f). Let CeR be
the set of all the p−e-linear maps.

(iii) An additive map δ : R→ R is a differential operator of level e if it is Rpe -linear.
Let D(e)

R be the set of all differential operator of level e.

Differential operators relate to the Frobenius map in the following important
way. This alternative characterization of the ring of differential operators is used in
Section 6.

Theorem 2.15 ([Smi87, Theorem 2.7], [Yek92, Theorem 1.4.9]). Let R be a finitely
generated algebra over a perfect field K. Then

DR|K =
⋃
e∈N

D
(e)
R =

⋃
e∈N

HomRpe (R,R).

In particular, any operator of degree ≤ p is Rp-linear.

Remark 2.16. Suppose that R is a reduced ring. Then, we may identify F e∗R =
R1/pe . We have that

(i) FeR ∼= HomR(R,F e∗R),
(ii) CeR ∼= HomR(F e∗R,R), and
(iii) D(e)

R
∼= HomR(F e∗R,F e∗R).

Remark 2.17. Let A be a regular F -finite ring. Then,

CeA ⊗A FeA ∼= D
(e)
A .

This can be reduced to the case of a complete regular local ring. In this case, one
can construct explicitly a free basis for F e∗A as A is a power series over an F -finite
field. Then, it follows that CeA, FeA, and D

(e)
A are free A-modules. From this it

follows that CeAa = CeAb if and only D(e)
A a = D

(e)
A b for any two ideals a, b ⊆ A.

We now focus on test ideals. These ideals have been a fundamental tool to study
singularities in prime characteristic. They were first introduced by means of tight
closure developed by Hochster and Huneke [HH89, HH90, HH94a, HH94b]. Hara
and Yoshida [HY03] extended the theory to include test ideals of pairs. An approach
to test ideals by means of Cartier operators was given by Blickle, Mustaţă, and
Smith [BMS08, BMS09] in the case that A is a regular ring. Test ideals have also
been studied in singular rings via Cartier maps [Sch11, BB11, Bli13].
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Definition 2.18. Let A be an F -finite regular ring. The test ideal associated to
an ideal a ⊆ A and λ ∈ R≥0 is defined by

τA(aλ) =
⋃
e∈N

CeAadp
eλe.

We note that the chain of ideals {CeAIdp
eλe} is increasing [BMS08], and so,

τA(aλ) = CeAadp
eλe for e� 0.

We now summarize basic well-known properties of test ideals.

Proposition 2.19 ([BMS08]). Let A be an F -finite regular ring, a, b ⊆ A ideals,
and λ, λ′ ∈ R>0. Then,

(i) If a ⊆ b, then τA(aλ) ⊆ τA(bλ).
(ii) If λ < λ′, then τA(aλ′) ⊆ τA(aλ).
(iii) There exists ε > 0, such that τA(aλ) = τA(aλ′), if λ′ ∈ [λ, λ+ ε).

In this way, to every ideal a ⊆ A is associated a family of test ideals τA(aλ)
parameterized by real numbers λ ∈ R>0. Indeed, they form a nested chain of ideals.
The real numbers where the test ideals change are called F -jumping numbers. To
be precise:

Definition 2.20. Let A be an F -finite regular ring and let a ⊆ A be an ideal. A
real number λ is an F -jumping number of a if

τA(aλ) 6= τA(aλ−ε)

for every ε > 0.

3. The classical theory for regular algebras in characteristic zero

3.1. Definition of the Bernstein-Sato polynomial of an hypersurface. One
basic reason that the ring of differential operators is useful is that we can use its
action on the original ring to “undo” multiplication on A: we can bring nonunits
in A to units by applying a differential operator. The Bernstein-Sato functional
equation yields a strengthened version of this principle. Before we state the general
definition, we consider what is perhaps the most basic example.

Example 3.1. Consider the variable x ∈ K[x]. Differentiation by x not only sends
x to 1, but, moreover, decreases powers of x:

(3.1) ∂xx
s+1 = (s+ 1)xs for all s ∈ N.

In this equation, we were able to use one fixed differential operator to turn any
power of x into a constant times the next smaller power. Moreover, the constant we
obtain is a linear function of the exponent s.

The functional equation arises as a way to obtain a version for Equation 3.1 for
any element in a K-algebra.

Definition 3.2. Let K a field of characteristic zero and A be a regular K-algebra. A
Bernstein-Sato functional equation for an element f in A is an equation of the form

δ(s)fs+1 = b(s)fs for all s ∈ N,
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where δ(s) ∈ DA|K[s] is a polynomial differential operator, and b(s) ∈ K[s] is a
polynomial. We say that such a functional equation is nonzero if b(s) is nonzero;
this implies that δ(s) is nonzero as well. We may say that (δ(s), b(s)) as above
determine a functional equation for f .

Theorem 3.3. Any nonzero element f ∈ A satisfies a nonzero Bernstein-Sato
functional equation. That is, there exist δ(s) ∈ DA|K[s] and b(s) ∈ K[s] r {0} such
that

δ(s)fs+1 = b(s)fs for all s ∈ N.

We pause to make an observation. Fix f ∈ A, and suppose that (δ1(s), b1(s)) and
(δ2(s), b2(s)) determine two Bernstein-Sato functional equations for f :

δi(s)fs+1 = bi(s)fs for all s ∈ N for i = 1, 2.
Let c(s) ∈ K[s] be a polynomial. Then

(c(s)δ1(s) + δ2(s))fs+1 = (c(s)b1(s) + b2(s))fs for all s ∈ N.

It follows that, for f ∈ A,
{b(s) ∈ K[s] | ∃δ(s) ∈ DA|K[s] such that δ(s)fs+1 = b(s)fs for all s ∈ N}

is an ideal of K[s]. By Theorem 3.3, this ideal is nonzero.

Definition 3.4. The Bernstein-Sato polynomial of f ∈ A is the minimal monic
generator of the ideal
{b(s) ∈ K[s] | ∃ δ(s) ∈ DA|K[s] such that δ(s)fs+1 = b(s)fs for all s ∈ N} ⊂ K[s].

This polynomial is denoted bf (s).

The polynomial described in Definition 3.4 was originaly introduced in indepen-
dent constructions by Bernstein [Ber71, Ber72] to establish meromorphic extensions
of distributions, and by Sato [SKKO81, Sat90] as the b-function in the theory of
prehomogeneous vector spaces.

3.2. The D-modules DA|K[s]fs and Af [s]fs. For the proof of Theorem 3.3 and
for many applications, it is preferable to consider the Bernstein-Sato functional
equation as a single equality in a DA|K[s]-module where fs is replaced by a formal
power “fs.” We are interested in two such modules that are closely related:

DA|K[s]fs ⊆ Af [s]fs.

We give a couple different constructions of each. For much more on these modules,
we refer the interested reader to Walther’s survey [Wal15].

3.2.1. Direct construction of Af [s]fs.

Definition 3.5. We define the left DAf |K[s]-module Af [s]fs as follows:

• As an Af [s]-module, Af [s]fs is a free cyclic module with generator fs.
• Each partial derivative ∂i acts by the rule

∂i(a(s)fs) =
(
∂i(a(s)) + sa(s)∂i(f)

f

)
fs

for a(s) ∈ Af [s].
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We often consider this as a module over the subring DA|K[s] ⊆ DAf |K[s] by
restriction of scalars. To justify that this gives a well-defined DAf |K[s]-module
structure, one checks that ∂i(xia(s)fs) = xi∂i(a(s)fs) + a(s)fs.

From the definition, we see that this module is compatible with specialization
s 7→ n ∈ Z. Namely, for all n ∈ Z, define the specialization maps

θn : Af [s]fs → Af by θn(a(s)fs) = a(n)fn

and
πn : DAf |K[s]→ DAf |K by πn(δ(s)) = δ(n).

We then have πn(δ(s)) · θn(a(s)fs) = θn(δ(s) · a(s)fs). This simply follows from
the fact that the formula for ∂i(a(s)fs) in the definition agrees with the power rule
for derivations when s is replaced by an integer n and fs is replaced by fn.

3.2.2. Local cohomology construction of Af [s]fs. It is also advantageous to consider
Af [s]fs as a submodule of a local cohomology module.

Consider the local cohomology module H1
(f−t)(Af [t]), where t is an indeterminate

over A. As an Af -module, this is free with basis

(3.2)
{[

1
f − t

]
,

[
1

(f − t)2

]
,

[
1

(f − t)3

]
, . . .

}
:

indeed, these are linearly independent over Af , and we can rewrite any element[
p(t)

(f − t)m

]
∈ H1

(f−t)(Af [t]) with p(t) ∈ Af [t]

in this form by writing t = f − (f − t), expanding, and collecting powers of f − t.
By Remark 2.3, H1

(f−t)(Af [t]) is naturally a DAf [t]|K-module.

Consider the subring DAf |K[−∂tt] ⊆ DAf [t]|K. We note that −∂tt commutes with
every element of DAf |K and that −∂tt does not satisfy any nontrivial algebraic
relation over DAf |K, so DAf |K[−∂tt] ∼= DAf |K[s] for an indeterminate s. We consider
H1

(f−t)(Af [t]) as a DAf |K[s]-module via this isomorphism. Namely,

(δmsm + · · ·+ δ0) ·
[

a

(f − t)n

]
= (δm(−∂tt)m + · · ·+ δ0) ·

[
a

(f − t)n

]
,

where the action on the right is the natural action on the localization.

Lemma 3.6. The elements{
(−∂tt)n ·

[
1

f − t

] ∣∣ n ∈ N

}
are Af -linearly independent in H1

(f−t)(A[t]) ⊆ H1
(f−t)(Af [t]).

Proof. We show by induction on n that the coefficient of (−∂tt)n ·
[

1
f−t

]
correspond-

ing to the element
[

1
(f−t)n+1

]
in the Af -basis (3.2) is nonzero. This is trivial if

n = 0, and the inductive step follows from the formula

−∂tt ·
[

a

(f − t)n

]
=
[

(n− 1)a
(f − t)n

]
+
[
−nfa

(f − t)n+1

]
. �
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Proposition 3.7. The map

α : Af [s]fs → H1
(f−t)(Af [t]) given by α(a(s)fs) = a(−∂tt) ·

[
1

f − t

]
is an injective homomorphism of DAf |K[s]-modules.

Proof. Injectivity of α follows from Lemma 3.6. We just need to check that this
map is linear with respect to the action of DAf |K[s]. We have that α is Af [s]-linear;
we just need to check that α commutes with the derivatives ∂i. We compute that

α(∂ifs) = α

(
s∂i(f)
f

fs

)
= −∂tt

∂i(f)
f

[
1

f − t

]
= −∂i(f)∂t

[
1

f − t

]
= ∂i

[
1

f − t

]
,

where in the penultimate equality we used that

t

[
1

f − t

]
= (f − (f − t))

[
1

f − t

]
= f

[
1

f − t

]
. �

We note that α is not surjective in general.
As Af [s]fs is generated by fs as a DAf |K[s]-module, Proposition 3.7 yields the

following result.

Proposition 3.8. The DAf |K[s]-module Af [s]fs is isomorphic to the submodule
DAf |K[s] ·

[
1
f−t

]
⊆ H1

(f−t)(Af [t]), where s acts on the latter by −∂tt.

3.2.3. Constructions of the module DA|K[s]fs. We now give three constructions of
the submodule DA|K[s]fs of the module Af [s]fs. The first is exactly as suggested
by the notation.

Definition 3.9. We define DA|K[s]fs as the DA|K[s]-submodule of Af [s]fs gener-
ated by the element fs.

Proposition 3.10. There is an isomorphism

DA|K[s]fs ∼=
DA|K[s]

{δ(s) ∈ DA|K[s] | δ(n)fn = 0 for all n ∈ N}
.

Proof. We just need to show that the annihilator of fs in Af [s]fs is

{δ(s) ∈ DA|K[s] | δ(n)fn = 0 for all n ∈ N}.

We can write δ(s)fs as p(s)fs for some p(s) ∈ Af [s]. Observe that

p(s)fs = 0⇔ p(s) = 0
⇔ p(n) = 0 for all n ∈ N

⇔ p(n)fn = 0 for all n ∈ N

⇔ θn(p(s)fs) = 0 for all n ∈ N.

Then, δ(s)fs = 0 if and only if 0 = θn(δ(s)fs) = δ(n)fn for all n ∈ N, as required. �

Note that this is using characteristic zero in a crucial way: we need that a
polynomial that has infinitely many zeroes (or that is identically zero on N) is the
zero polynomial.
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Remark 3.11. An argument analogous to the above shows that, for δ(s) ∈ DA|K[s],
the following are equivalent:

(i) δ(s)fs = 0 in Af [s]fs;
(ii) δ(n)fn = 0 in A for all n ∈ N;
(iii) δ(n)fn = 0 in Af for all n ∈ Z;
(iv) δ(n)fn = 0 in Af for infinitely many n ∈ Z.

Likewise, by shifting the evaluations, ones sees this is equivalent to:

(v) δ(s+ t)f tfs = 0 in Af [s]fs.

Finally, we observe that DA|K[s]fs can be constructed via local cohomology as in
Subsubsection 3.2.2. By restricting the isomorphism of Proposition 3.8, we obtain
the following result.

Proposition 3.12. The DA|K[s]-module DA|K[s]fs is isomorphic to the submodule
DA|K[s] ·

[
1
f−t

]
⊆ H1

(f−t)(A[t]), where s acts on the latter by −∂tt.

Proposition 3.13. The following are equal:

(i) The Bernstein-Sato polynomial of f ;

(ii) The minimal polynomial of the action of s on
DA|K[s]fs

DA|K[s]ffs ;

(iii) The minimal polynomial of the action of −∂tt on [ 1
f−t ] in

DA|K[−∂tt] · [ 1
f−t ]

DA|K[−∂tt] · f [ 1
f−t ]

;

(iv) The monic element of smallest degree in K[s] ∩ (AnnD[s](fs) +DA|K[s]f).

Proof. The equality between the first two follows from the definition. The equality
between the second and the third follows from the previous proposition. For the
equality between the second and the fourth, we observe that
DA|K[s]fs

DA|K[s]ffs
∼= coker

(
DA|K[s]

AnnD[s](fs)
·f−→

DA|K[s]
AnnD[s](fs)

)
∼=

DA|K[s]
AnnD[s](fs) +DA|K[s]f .

�

Remark 3.14. For any rational number α, we can consider the DR|K-modules
DR|Kf

α and Aff
α by specializing s 7→ α in the DR|K[s]-modules DR|K[s]fs and

Af [s]fs. These modules are important in D-module theory, but we do not focus on
them in depth here.

We end this subsection with equivalent characterizations on Af [s]fs ⊗K[s] K(s)
for f to have a nonzero functional equation. This lemma plays a role in Corollary
3.21 and Theorem 3.26.

Lemma 3.15 ([ÀHJ+19, Proposition 2.18]). Fix an element f ∈ A. Then, the
following are equivalent:

(i) There exists a Bernstein–Sato polynomial for f ;
(ii) Af [s]fs ⊗K[s] K(s) is generated by fs as a DA(s)|K(s)-module;
(iii) Af [s]fs ⊗K[s] K(s) is a finitely-generated DA(s)|K(s)-module.
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Proof. We first show that (i) implies (ii). For every m ∈ Z, we have an isomorphism
of DA(s)|K(s)-modules

ψm : Affs ⊗K[s] K(s)→ Affs ⊗K[s] K(s)
defined by

r(s)h
fα

fs 7→ r(s−m)h
fα+m fs.

Applying these isomoprhism to the functional equation, we obtain that 1
fmfs ∈

DA(s)|K(s)f
s.

Since (ii) implies (iii) follows from definition, we focus in proving that (iii) implies
(i). First we not that (iii) implies that 1

fmfs. generates Affs ⊗K[s] K(s) for some
m ∈ N. Then, 1

fm+1 fs ∈ DA(s)|K(s)
1
fmfs. Then, there exists δ(s) ∈ DA(s)|K(s) such

that
δ(s) 1

fm
fs = 1

fm+1 fs.

After clearing denominators and shifting by −m− 1, we obtain a functional equation.
�

3.3. Existence of Bernstein-Sato polynomials for polynomial rings via
filtrations. In this subsection A = K[x1, . . . , xd] is a polynomial ring over a field, K,
of characteristic zero. This was proved in this case by Bernstein [Ber71, Ber72]. We
show the existence of the Bernstein-Sato polynomial using the strategy of Coutinho’s
book [Cou95].

We define the Bernstein filtration of A, B•A|K as

BiA|K =
⊕

a1+···+ad+b1+···+bd≤i
K · xa1

1 · · ·x
ad
d ∂

b1
1 · · · ∂

bd
d .

We note that

(i) dimK BiA|K =
(
n+i
i

)
<∞,

(ii) DA|K =
⋃
i∈N BiA|K,

(iii) BiA|KB
j
A|K = Bi+jA|K, and

(iv) [BiA|K,B
j
A|K] ⊆ Bi+j−2

A|K .

We observe that the associated graded ring of the filtration, gr(B•A|K, DA|K), is
isomorphic to K[x1, . . . , xd, y1, . . . , yd].

Given a left , DA|K-module, M , we say that a filtration Γ• of K-vector spaces is
B•A|K-compatible if

(i) dimK Γi <∞,
(ii) M =

⋃
i∈N Γi, and

(iii) BiA|KΓj ⊆ Γi+j .

In this manuscript, by a DA|K-module, unless specified, we mean a left DA|K-module.
We observe that gr(Γ•,M) is a graded gr(B•A|K, DA|K)-module. Moreover, M is

finitely generated as a DA|K-module if and only if there exists a filtration Γ• such
that gr(Γ•,M) is finitely generated as a gr(B•A|K, DA|K)-module. In this case, we
say that Γ is a good filtration for M .
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Proposition 3.16. Let M be a finitely generated DA|K-module. Let G denote the
associated graded ring with respect to the Bernstein filtration. Let Γ•1 and Γ•2 be two
good filtrations for M . Then,√

AnnG gr(Γ•1,M) =
√

AnnG gr(Γ•2,M).

Thanks to the previous result we are able to define the dimension of a finitely
generated DA|K-module M as

dimD(M) = dimG

(
G

AnnG gr(Γ•,M)

)
.

Theorem 3.17 (Bernstein’s Inequality). Let M be a finitely generated DA|K-module.
Then,

d ≤ dimD(M) ≤ 2d.

Definition 3.18. We say that a finitely generated DA|K-module, M , is holonomic
if either dimD(M) = d or M = 0.

Theorem 3.19. Every holonomic DA|K-module has finite length as DA|K-module.

Proof. Let M0 $M1 $ · · · $Mt jM be a proper chain of DA|K-submodules. Let
Γ• be a good filtration. We note that Γij = Γi ∩Mj is a good filtration on Mj .
In addition, Γij = φj(Γij), where π : Mj → Mj/Mj−1 is the quotient map, is a
good filtration for Mj/Mj−1. We have the following identity of Hilbert-Samuel
multiplicities of graded gr(B•A|K, DA|K)-modules:

e(gr(Γ•,M)) =
t∑

j=1
e(gr(Γ•j ,Mj/Mj−1)).

Since the multiplicities are positive integers, we have that t ≤ e(gr(Γ•,M)), and so,
the length of M as a DR|K-module is at most e(gr(Γ•,M)). �

Theorem 3.20. Given any nonzero polynomial f ∈ A, Af [s]fs ⊗K[s] K(s) is a
holonomic DA(s)|K(s)-module.

Proof. Let t = deg(f). We set a filtration

Γi = 1
f i
{g ∈ A(s) | deg(g) ≤ (t+ 1)i}fs.

We note that Γi is a good filtration such that the associated graded of Af [s]fs ⊗K[s]
K(s) has dimension d. �

Corollary 3.21 ([Ber72]). Given any nonzero polynomial f ∈ A, the Bernstein-Sato
polynomial of f exists.

Proof. This follows from Proposition 3.15 and Theorems 3.19 & 3.20. �
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3.4. Existence of Bernstein-Sato polynomials for differentiably admissible
algebras via homological methods. In this subsection we prove the existence
of Bernstein-Sato polynomials of differentiably admissible K-algebras (see Subsec-
tion 2.2). We assume that K is a field of characteristic zero.

Definition 3.22. Let A be a differentiably admissible K-algebra. Let M 6= 0 be a
finitely generated DA|K-module. We define

gradeDA|K(M) = inf{j | ExtjDA|K(M,DA|K) 6= 0}.

We note that gradeDA|K(M) ≤ gl.dim(DR|K) = d.

Remark 3.23. Given a finitely generated DA|K-module, we can define the filtrations
compatible with the order filtration D•A|K, good filtrations, and dimension as in
Subsection 3.3.

Proposition 3.24 ([Bjö79, Ch 2., Theorem 7.1]). Let A be a differentiably admis-
sible K-algebra. Let M 6= 0 be a finitely generated DA|K-module. Then,

dimDA|K(M) + gradeD(M) = 2d.
In particular,

dimDA|K(M) ≥ d.

We stress that the conclusion of the previous theorem are satisfied for rings of
differentiable type [MNM91, NB13].

Definition 3.25. Let A be a differentiably admissible K-algebra. Let M be a
finitely generated left (right) DA|K-module. We say that M is in the left (right)
Bernstein class if either M = 0 or if dimD(M) = d.

Let M be a finitely generated DA|K-module. If M is in the Bernstein class
of DA|K, then ExtiDA|K(M,DA|K) 6= 0 if and only if i = 0 [Bjö79]. Then, the
functor that sends M to ExtdDA|K(M,DA|K) is an exact contravariant functor that
interchanges the left Bernstein class and the right Bernstein class. Furthermore,
M ∼= ExtdA(ExtdA(M,A), A) for modules in the Bernstein class. Since DR|K is left
and right Noetherian, the modules in the Bernstein class are both Noetherian and
Artinian. We conclude that the modules in the Bernstein class have finite length as
DA|K-modules [MNM91, Proposition 1.2.5])

This class of Bernstein modules is an analogue of the class of holonomic modules.
In particular, it is closed under submodules, quotients, extensions, and localizations
[MNM91, Proposition 1.2.7]).

Theorem 3.26. Let A be a differentiably admissible K-algebra of dimension d.
Given any nonzero element f ∈ A, the Bernstein-Sato polynomial of f exists.

Sketch of proof. In this sketch we follow the ideas of Mebkhout and Narváez-Macarro
[MNM91] (see also [NB13]). In particular, we refer the interested reader to their
work on the base change K to K(s) regarding differentiably admissible algebras
[MNM91, Section 2]. Let A(s) = A⊗K K(s). We observe that A(s) is not always a
differentiably admissible K(s)-algebra. Specifically, the residue fields of A(s) might
not be always algebraic. However, DA(s)|K(s) satisfies the conclusions of Theorem
2.9. In particular, the conclusions of Theorem 3.24 hold, and its Bernstein class is
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well defined. We have that the dimension and global dimension of DA(s)|K(s) and
DA|K are equal. One can show that Af [s]fs ⊗K[s] K(s) has a DA(s)|K(s)-submodule
N is in the Bernstein class of DA(s)|K(s) such that Nf = Af [s]fs⊗K[s] K(s) [MNM91,
Proposition 1.2.7 and Proof of Theorem 3.1.1]. Then, there exists ` ∈ N such that
f `fs ∈ N . Since N has finite length as DA(s)|K(s)-module the chain

DA(s)|K(s)f
`fs ⊇ DA(s)|K(s)f

`+1fs ⊇ DA(s)|K(s)f
`+2fs ⊇ . . .

stabilizes. Then, there exists m ∈ N and a differential operator δ(s) ∈ DA(s)|K(s)
such that

δ(s)f `+m+1fs = f `+mfs.

After clearing denominators and a shifting, there exists δ̃(s) ∈ DA|K[s] such that

δ̃(s)ffs = fs.

�

3.5. First properties of the Bernstein-Sato polynomial. A first observation
about the Bernstein-Sato polynomial is that s+ 1 is always a factor.

Lemma 3.27. For f ∈ A, we have (s+ 1) | bf (s) if and only if f is not a unit.

Proof. If f is a unit, then we can take f−1fs+1 = 1fs as a functional equation, so
b(s) = 1 is the Bernstein-Sato polynomial of f .

For the converse, by definition, we have δ(s)ffs = bf (s)fs in Af [s]fs. By
Remark 3.11, δ(n)fn+1 = bf (n)fn in Af for all n ∈ Z. In particular, for n = −1, we
get δ(−1)1 = bf (−1)f−1. As δ(−1) ∈ DA|K, we have δ(−1)1 ∈ A. Thus, bf (−1) = 0,
so s+ 1 divides bf (s). �

Quite nicely, the factor (s+ 1) characterizes the regularity of f .

Proposition 3.28 ([BM96]). For f ∈ A, we have A/fA is smooth if and only if
bf (s) = s+ 1.

Definition 3.29. The reduced Bernstein-Sato polynomial of a nonunit f ∈ A is

b̃f (s) = bf (s)/(s+ 1).

The analogue of Proposition 3.13 for the reduced Bernstein-Sato polynomial is
as follows.

Proposition 3.30. The following are equal:

(i) b̃f (s),

(ii) The minimal polynomial of the action of s on (s+ 1)
DA|K[s]fs

DA|K[s]ffs ,

(iii) The monic element of smallest degree in

K[s] ∩ (AnnD[s]
(
fs) +DA|K[s](f, ∂1(f), . . . , ∂n(f)

)
).

Proof. Once again, the first two are equivalent by definition.
Given a functional equation δ(s)ffs = (s+ 1)b̃(s)fs, we have that δ(−1) ∈ DA|K

with δ(−1) · 1 = 0. We can write δ(s) = (s+ 1)δ′(s) + δ(−1) for some δ′(s) ∈DA|K[s],
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so δ(s) = (s+ 1)δ′(s) +
∑d
i=1 δi∂i for some δi ∈ DA|K. Then, using that ∂i(ffs) =

(s+ 1)∂i(f)fs, we have

(s+ 1)b̃(s)fs = (s+ 1)δ′(s)ffs +
d∑
i=1

δi∂iffs = (s+ 1)(δ′(s)f +
d∑
i=1

δi∂i(f))fs.

Thus, such a functional equation implies that b̃(s)fs ∈ DA|K[s](f, ∂1(f), . . . , ∂d(f)).
Conversely, if b̃(s)fs ∈ DA|K[s](f, ∂1(f), . . . , ∂d(f)), again using that ∂i(ffs) =
(s+1)∂i(f)fs, we can write (s+1)b̃(s)fs ∈DA|K[s]ffs. This implies the equivalence
of the first and the last characterizations. �

We may also be interested in the characteristic polynomial of the action of s.
Traditionally, with the convention of a sign change, the roots of the characteristic
polynomial are known as the b-exponents of f .

Definition 3.31. The b-exponents of f ∈ A are the roots of the characteristic

polynomial of the action of −s on (s+ 1)
DA|K[s]fs

DA|K[s]ffs .

So far we have considered Bernstein-Sato polynomials over different regular rings
A but, a priori, it is not clear how they are related. Our next goal is to address this
issue. We start considering A = K[x1, . . . , xd], a polynomial ring over a field K of
characteristic zero and denote by bK[x]

f (s) the Bernstein-Sato polynomial of f ∈ A.
Given any maximal ideal m ⊆ A we also consider the Bernstein-Sato polynomial
over the localization Am that we denote bK[x]m

f (s).

Proposition 3.32. We have:

b
K[x]
f (s) = lcm{bK[x]m

f (s) | m ⊆ A maximal ideal}.

Proof. Let b(s) ∈ K[s] be a polynomial. The module b(s)
DA|K[s]fs

DA|K[s]ffs vanishes if

and only if it vanishes locally. The localization at a maximal ideal m ⊆ A is

b(s)
DAm|K[s]fs

DAm|K[s]ffs

and the result follows. �

For a polynomial f ∈ A we may also consider the Bernstein-Sato polynomial
b

KJxK
f (s) in the formal power series ring KJx1, . . . , xdK.

Proposition 3.33. Let m = (x1, . . . , xd) ⊆ A be the homogeneous maximal ideal.
We have:

b
K[x]m
f (s) = b

KJxK
f (s).

Proof. B = KJx1, . . . , xdK is faithfully flat over Am = K[x1, . . . , xd]m. Since

B ⊗Am
b(s)

DAm|K[s]fs

DAm|K[s]ffs = b(s)
DB|K[s]fs

DB|K[s]ffs

the result follows. �
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When K = C we may also consider the ring C{x1 − p1, . . . , xd − pd} of convergent
power series in a neighborhood of a point p = (p1, . . . , pd) ∈ Cd.

Corollary 3.34. We have

(i) bC[x]
f (s) = lcm{bC{x−p}

f (s) | p ∈ Cd}.
(ii) bC{x−p}

f (s) = b
CJx−pK
f (s).

Proof. Working over C we have that all the maximal ideals correspond to points
so (i) follows from Proposition 3.32. For part (ii) we use the same faithful flatness
trick we used in Proposition 3.33 for C{x1 − p1, . . . , xd − pd}. �

Let f ∈ K[x1, . . . , xd] be a polynomial and L a field containing K. Let bK[x]
f (s) and

b
L[x]
f (s) be the Bernstein-Sato polynomial of f in K[x1, . . . , xd] and L[x1, . . . , xd].
respectively

Proposition 3.35. We have bK[x]
f (s) = b

L[x]
f (s).

Proof. Notice that bL[x]
f (s) | bK[x]

f (s) so we have to prove the other divisibility
condition. Let {ei}i∈I be a basis of L as a K-vector space. We have

DA|L[s]fs

DA|L[s]ffs = L⊗K
DA|K[s]fs

DA|K[s]ffs =
⊕
i∈I

(
DA|K[s]fs

DA|K[s]ffs

)
ei.

Let b(s) ∈ L[s] be such that b(s) DA|L[s]fs

DA|L[s]ffs = 0. Then b(s) =
∑
bi(s) with only finitely

many nonzero bi(s) ∈ K[s] such that bi(s)
DA|K[s]fs

DA|K[s]ffs = 0. Since bK[x]
f (s) | bi(s) for

all i it follows that bK[x]
f (s) | bL[x]

f (s). �

Remark 3.36. Let f ∈ K[x1, . . . , xd] be a polynomial with an isolated singularity
at the origin, where K is a subfield of C. Then we have bK[x]

f (s) = b
KJxK
f (s) = b

C{x}
f (s).

Combining all the results above with the following fundamental result of Kashi-
wara [Kas77] (Malgrange [Mal75] obtained the same result for isolated singularities)
we conclude that the Bernstein-Sato polynomial of f ∈ K[x1, . . . , xd] is a polynomial
bf (s) ∈ Q[s].

Theorem 3.37 ([Kas77, Mal75]). The Bernstein-Sato polynomial of an element
f ∈ C{x1, . . . , xd}, or f ∈ K[x1, . . . , xd] for K ⊆ C, factors completely over Q, and
all of its roots are negative rational numbers.

In Section 9 we will provide a refinement of this result given by Lichtin [Lic89].

4. Some families of examples

Computing explicit examples of Bernstein-Sato polynomials is a very challenging
task. There are general algorithms based on the theory of Gröbner bases over rings
of differential operators but they have a very high complexity so only few examples
can be effectively computed [Oak97a, Oak97d, LMM12]. In this section we review
some of the scarce examples that we may find in the literature. The first systematic
method of producing examples can be found in the work of Yano [Yan78] where
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he considered, among others, the case of isolated quasi-homogeneous singularities
(see also [BGM86]). The case of isolated semi-quasi-homogeneous singularities was
studied later on by Saito [Sai89] and Briançon, Granger, Maisonobe, and Miniconi
[BGMM89].

A case that has been extensively studied is that of plane curves, see [Yan82,
Kat81, Kat82, CN86, CN87, CN88, HS99, BMT07]. In particular, a conjecture of
Yano regarding the b-exponents of a generic irreducible plane curve among those
in the same equisingularity class has been recently proved by Blanco [Bla19b] (see
also [CN88, ABCNLMH17, Bla19a]). Finally we want to mention that the case of
hyperplane arrangements has been studied by Walther [Wal05] and Saito [Sai16].

We start with some known examples where a Bernstein-Sato functional equation
δ(s)fs+1 = b(s)fs can be given by hand:

i) Let f = x2
1 + · · ·+ x2

n be a sum of squares. Then
1
4(∂2

1 + · · ·+ ∂2
n)fs+1 = (s+ 1)(s+ n

2 )fs.

ii) Let f = det(xij) be the determinant of an n × n generic matrix and set
∂ij := d

dxij
. The classic Cayley identity states

det(∂ij)fs+1 = (s+ 1)(s+ 2) · · · (s+ n)fs.

There are similar identities for determinants of symmetric and antisymmetric
matrices [CSS13].

iii) Let f = xα1
1 · · ·xαnn be a monomial. Then

1
αα1

1 · · ·α
αn
n

(∂α1
1 · · · ∂αnn )fs+1 =

n∏
i=1

αi∏
k=1

(s+ k

αi
)fs.

We warn the reader that it requires some extra work to prove that the above
polynomials are minimal so they are indeed Bernstein-Sato polynomials of the
corresponding f .

Let A = C{x1, . . . , xd} and assume that f has an isolated singularity at the
origin. In this case, Yano [Yan78] uses the fact that the support of the holonomic
DA|C-module M̃ := (s+ 1) DA|C[s]fs

DA|C[s]ffs is the maximal ideal and thus it is isomorphic
to a number of copies of DA|C/DA|C〈x1, . . . , xd〉 ∼= Hd

m(A). Dualizing this module
we get the module of differential d-forms Ωd = DA|C/〈∂1, . . . , ∂d〉DA|C.

Proposition 4.1 ([Yan78, Theorem 3.3]). The reduced Bernstein-Sato polynomial
b̃f (s) of an isolated singularity f is the minimal polynomial of the action of s on
either HomDA|C(M̃, Hd

m(A)) or Ωn ⊗DA|C M̃.

Then, Yano’s method boils down to the following steps:

(i) Compute a free resolution of M̃ as a DA|C-module

0← M̃ ← (DA|C)β0 ← (DA|C)β1 ← · · ·
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(ii) Apply the functor HomDA|C(−, Hd
m(A))

0→ HomDA|C(M̃, Hd
m(A))→ (Hd

m(A))β0 → (Hd
m(A))β1 → · · ·

(iii) Compute the matrix representation of the action of s and its minimal
polynomial.

Yano could effectively work out some cases depending on the following invariant
of the singularity:

L(f) := min{L | δ(s) = sL + δ1s
L−1 + · · ·+ δL ∈ AnnD[s](fs) , ord(δi) ≤ i}.

The existence of such a differential operator is given by Kashiwara [Kas77, Theorem
6.3]. More precisely, he could describe step (1) in the cases L(f) = 1, 2, and 3 where
the case L(f) = 1 is equivalent to having a quasi-homogeneous singularity.

4.1. Quasi-homogeneous singularities. Let f =
∑
α aαx

α1
1 · · ·xαdn ∈ A be a

quasi-homogeneous isolated singularity of degree N with respect to a weight vector
w := (w1, . . . , wd) ∈ Qd>0. We have χ(f) = Nf where

χ =
d∑
i=1

wixi∂i

is the Euler operator and χ − Ns ∈ AnnD[s](fs). Set f ′i = ∂i(f) for i = 1, . . . , d.
Yano’s method is as follows:

(i) We have a free resolution 0 M̃oo DA|Coo (DA|C)n
(f ′1,...,f

′
d)oo 0oo .

(ii) We obtain a presentation HomDA|C(M̃, Hd
m(A)) = {v ∈ Hd

m(A) | f ′iv = 0 ∀i}.
(iii) The action of s on v ∈ HomDA|C(M̃, Hd

m(A)) is the same as the action of
1
N χ. Notice that applying χ to a cohomology class

[ 1
x
α1
1 ···x

αd
d

]
is nothing but

multiplying by the weight of this class.

Example 4.2. Consider the quasi-homogeneous polynomial f = x7 + y5 ∈ C{x, y}
of degree N = 35 with respect to the weight w = (5, 7). A basis of the vector space

{v ∈ H2
m(A) |x6v = 0, y4v = 0}

is given by the classes
[ 1
xiyj

]
with 1 ≤ i ≤ 6 and 1 ≤ j ≤ 4. The action of

1
35χ = 1

35 (5x∂x + 7y∂y) on these elements yields

1
35χ

(
1
xy

)
= −12

35

(
1
xy

)
,

1
35χ

(
1
x2y

)
= −17

35

(
1
x2y

)
, . . . ,

1
35χ

(
1

x6y4

)
= −58

35

(
1

x6y4

)
.

The matrix representation of the action of s = 1
35χ has a diagonal form with distinct

eigenvalues and thus the characteristic and the minimal polynomials coincide. The
negatives of the roots of the reduced Bernstein-Sato polynomial b̃f (s), or equivalently,
the roots of b̃f (−s) are{12

35
,

17
35
,

19
35
,

22
35
,

24
35
,

26
35
,

27
35
,

29
35
,

31
35
,

32
35
,

33
35
,

34
35
,

36
35
,

37
35
,

38
35
,

39
35
,

41
35
,

43
35
,

44
35
,

46
35
,

48
35
,

51
35
,

53
35
,

58
35

}
.

Remark 4.3. In general, the diagonal form of the matrix representation of the
action of s has repeated eigenvalues so the minimal polynomial only counts them
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once. Take for example the quasi-homogeneous polynomial f = x5 + y5 ∈ C[x, y] of
degree N = 5 with respect to the weight w = (1, 1). The roots of b̃f (−s) are{

2
5 ,

3
5 ,

4
5 , 1,

6
5 ,

7
5 ,

8
5

}
.

Theorem 4.4 ([Yan78, BGM86]). Let f ∈ A be a quasi-homogeneous isolated
singularity of degree N with respect to a weight vector w := (w1, . . . , wd) ∈ Qd>0.
Then, the Bernstein-Sato polynomial of f is

bf (s) = (s+ 1)
∏
`∈W

(
s+ `

N

)
where W is the set of weights, without repetition, of the cohomology classes in
{v ∈ Hd

m(A) | f ′iv = 0 ∀i}.

Recall from Proposition 4.1 that the reduced Bernstein-Sato polynomial b̃f (s) of
an isolated singularity f is the minimal polynomial of the action of s on Ωd⊗DA|C M̃.
In the quasi-homogeneous case we have

Ωd ⊗DA|C M̃ ∼= A/(f ′1, . . . , f ′d).

Notice that the monomial basis of the Milnor algebra is dual, with the convenient
shift, of the cohomology classes basis of {v ∈ Hd

m(A) | f ′iv = 0 ∀i}. In this case, the
action of s is − 1

N (χ+
∑n
i=1 wi).

4.2. Irreducible plane curves. Some of the examples considered by Yano deal
with the case of plane curves and his methods were used by Kato to compute the
following example which is a continuation of Example 4.2.

Example 4.5 ([Kat81]). The roots of b̃f (−s) for f = x7 + y5 are{
12
35
,

17
35
,

19
35
,

22
35
,

24
35
,

26
35
,

27
35
,

29
35
,

31
35
,

32
35
,

33
35
,

34
35︸ ︷︷ ︸

λ

,
36
35
,

37
35
,

38
35
,

39
35
,

41
35
,

43
35
,

44
35
,

46
35
,

48
35

,
51
35

,
53
35

,
58
35︸ ︷︷ ︸

2−λ

}
.

Notice that the roots are symmetric with respect to 1 and we point out that those
λ < 1 are jumping numbers of the multiplier ideals of f (see Section 10). Now
consider a deformation of the singularity,

ft = x7 + y5 − t3,3x3y3 − t5,2x5y2 − t4,3x4y3 − t5,3x5y3.

Then we have a stratification of the space of parameters where some of the roots of
b̃f (−s) may change. More precisely, the boxed roots may change to the same root
shifted by 1.

{t3,3 = 0, t5,2 = 0, t4,3 = 0, t5,3 6= 0}. The root 58
35 changes to 23

35 .
{t3,3 = 0, t5,2 = 0, t4,3 6= 0}. The roots 58

35 ,
53
35 change to 23

35 ,
18
35 .

{t3,3 = 0, t5,2 6= 0, t4,3 = 0}. The roots 58
35 ,

51
35 change to 23

35 ,
16
35 .

{t3,3 = 0, t5,2t4,3 6= 0}. The roots 58
35 ,

53
35 ,

51
35 change to 23

35 ,
18
35 ,

16
35 .

{t5,2 6= 0, 6t5,2 + 175t43,3 = 0}. The roots 58
35 ,

53
35 ,

48
35 change to 23

35 ,
18
35 ,

13
35 .

{t5,2 6= 0, 6t5,2 + 175t43,3 6= 0}. The roots 58
35 ,

53
35 ,

51
35 ,

48
35 change to 23

35 ,
18
35 ,

16
35 ,

13
35 .
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In this last stratum we have a Zariski open set where the roots are{
12
35
,

13
35

,
16
35

17
35
,

18
35

,
19
35
,

22
35
,

23
35

,
24
35
,

26
35
,

27
35
,

29
35
,

31
35
,

32
35
,

33
35
,

34
35
,

36
35
,

37
35
,

38
35
,

39
35
,

41
35
,

43
35
,

44
35
,

46
35

}
,

and thus they are in the interval [lct(f), lct(f) + 1). We say that these are the
generic roots of the Bernstein-Sato polynomial of ft.

An interesting issue in this example is that, even though they have different
Bernstein-Sato polynomials, all the fibres of the deformation ft have the same Milnor
number so they belong to the same equisingularity class. Roughly speaking, all the
fibres have the same log-resolution meaning that they have the same combinatorial
information, which can be encoded in weighted graphs such as the Enriques diagram
[EC85, SIV.I] [CA00, S3.9], the dual graph [CA00, S4.4] [Wal04, S3.6] or the
Eisenbud-Neumann diagrams [EN85].

From now on let f ∈ C{x, y} be a defining equation of the germ of an irreducible
plane curve. A complete set of numerical invariants for the equisingularity class
of f is given by the characteristic exponents (n, β1, . . . , βg) where n ∈ Z>0 is the
multiplicity at the origin of f and the integers n < β1 < · · · < βg can be obtained
from the Puiseux parameterization of f . To describe the equisingularity class of
f we may also consider its semigroup Γ := 〈β0, β1, . . . , βg〉 that comes from the
valuation of C{x, y}/〈f〉 given by the Puisseux parametrization of f .

A quasihomogeneous plane curve f = xa + yb with a < b and gcd(a, b) = 1
is irreducible with semigroup Γ = 〈a, b〉. Adding higher order terms xiyj with
bi+ aj > ab does not change the equisingularity class but we do not need all the
higher order terms. Indeed, every irreducible curve with semigroup Γ = 〈a, b〉 is
analytically isomorphic to one of the fibers of the miniversal deformation

f = xa + yb −
∑

ti,j x
iyj ,

where the sum is taken over the monomials xiyj such that 0 ≤ i ≤ a−2, 0 ≤ j ≤ b−2
and bi+ aj > ab. This is the setup considered in Example 4.5.

Cassou-Noguès [CN87] described the stratification by the Bernstein-Sato poly-
nomial of any irreducible plane curve with a single characteristic exponent using
analytic continuation of the complex zeta function.

To construct a miniversal deformation of an irreducible plane curve with g char-
acteristic exponents is much more complicated and one has to use, following Teissier
[Zar06], the monomial curve CΓ associated to the semigroup Γ = 〈β0, β1, . . . , βg〉
by the parametrization ui = tβi , i = 1, . . . , g. Teissier proved the existence of a
miniversal semigroup constant deformation of this monomial curve. It turns out
that every irreducible plane curve with semigroup Γ is analytically isomorphic to
one of the fibres of the miniversal deformation of CΓ. To give explicit equations
in C{x, y} is more complicated and we refer to the work of Blanco [Bla19a] for
more details. For the convenience of the reader we illustrate an example with two
characteristic exponents.
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Example 4.6. The semigroup of an irreducible plane curve f = (xa + yb)c + xiyj

with bi+ aj = d is Γ = 〈ac, bc, d〉. All the fibres of the deformation

ft =
(
xa + yb +

∑
bk+a`>ab

tk,`x
ky`

)c
+ xiyj +

∑
bck+ac`+dr>cd

tk,`x
ky`
(
xa + yb

)r
have the same semigroup.

The ultimate goal would be to find a stratification by the Bernstein-Sato polyno-
mial of all the irreducible plane curves with a fixed semigroup but this turns out to
be a wild problem. However, one may ask about the roots of the Bernstein-Sato
polynomial of a generic fibre of a deformation of an irreducible plane curve with
a given semigroup. That is, to find the roots in a Zariski open set in the space of
parameters of the deformation that we call the generic roots of the Bernstein-Sato
polynomial.

Amazingly, Yano [Yan82] conjectured a formula for the generic b-exponents
(instead of the generic roots) of any irreducible plane curve. These generic b-
exponents can be described in terms of the semigroup Γ but we use a simple
interpretation in terms of the numerical data of a log-resolution of f . Let π : X ′→ Cn

be a log-resolution of an irreducible plane curve with g characteristic exponents.
Let Fπ be the total transform divisor and Kπ the relative canonical divisor. In this
case we have g distinguished exceptional divisors, the so-called rupture divisors that
intersect three or more divisors in the support of Fπ. For simplicity we denote them
by E1, . . . , Eg with the corresponding values Ni and ki in Fπ and Kπ respectively.

Conjecture 4.7 ([Yan82]). Let f ∈ C{x, y} be a defining equation of the germ of
an irreducible plane curve with semigroup Γ = 〈β0, β1, . . . , βg〉. Then, for generic
curves in some Γ-constant deformation of f , the b-exponents are

g⋃
i=1

{
λi,` = ki + 1 + `

Ni

∣∣∣∣ 0 ≤ ` < Ni, βiλi,` 6∈ Z, ei−1λi,` 6∈ Z

}
where ei−1 = gcd(β0, β1, . . . , βi−1).

If we consider the irreducible plane curve studied by Kato in Example 4.5 we see
that Yano’s conjecture holds true.

Example 4.8. The Yano set associated to the semigroup Γ = 〈5, 7〉 is{
λ1,` = 12 + `

35

∣∣∣∣ 0 ≤ ` < 35, 7λ1,` 6∈ Z, 5λ1,` 6∈ Z

}
which gives the generic b-exponents given in Example 4.5.

From the stratification given by Cassou-Noguès [CN87] one gets that Yano’s
conjecture is true for irreducible plane curves with a single characteristic exponent
(see [CN88]). Almost thirty years later, Artal-Bartolo, Cassou-Noguès, Luengo, and
Melle-Hernández [ABCNLMH17] proved Yano’s conjecture for irreducible plane
curves with two characteristic exponents with the extra assumption that the eigen-
values of the monodromy are different. Under the same extra condition, Blanco
[Bla19a] gave a proof for any number of characteristic exponents. Both papers use
the analytic continuation of the complex zeta function. The extra condition on the
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eigenvalues of the monodromy being different ensures that the characteristic and
the minimal polynomial of the action of s on (s+ 1) DA|C[s]fs

DA|C[s]ffs are the same.

The shortcomings of the analytic continuation techniques, which deal with the
Bernstein-Sato polynomial instead of the b-exponents, can be seen in examples such
as the following.

Example 4.9. The Yano sets associated to the semigroup Γ = 〈10, 15, 36〉 are{
λ1,` = 5 + `

30

∣∣∣∣ 0 ≤ ` < 30, 15λ1,` 6∈ Z, 10λ1,` 6∈ Z

}
,

and {
λ2,` = 31 + `

180

∣∣∣∣ 0 ≤ ` < 180, 36λ2,` 6∈ Z, 5λ2,` 6∈ Z

}
.

We have that 11
30 ,

17
30 ,

23
30 ,

29
30 appear in both sets. Therefore they appear with multi-

plicity 2 as b-exponents but only once as roots of the Bernstein-Sato polynomial.

Blanco [Bla19b] has recently proved Yano’s conjecture in its generality. His work
uses periods of integrals along vanishing cycles on the Milnor fiber as considered
by Malgrange [Mal74a, Mal74b] and Varchenko [Var80, Var81]. In particular he
extends vastly the results of Lichtin [Lic89] and Loeser [Loe88] on the expansions of
these periods of integrals.

4.3. Hyperplane arrangements. Let f ∈ C[x1, . . . , xd] be a reduced polynomial
defining an arrangement of hyperplanes so f = f1 · · · f` decomposes as a product of
polynomials fi of degree one. The Bernstein-Sato polynomial of f has been studied
by Walther [Wal05] under the assumptions that the arrangement is:

• Central: f is homogeneous so all the hyperplanes contain the origin.
• Generic: The intersection of any d hyperplanes is the origin.

The main result of Walther, with the assistance of Saito [Sai16] to compute the
multiplicity of −1 as a root, is the following.

Theorem 4.10 ([Wal05, Sai16]). The Bernstein-Sato polynomial of a generic central
hyperplane arrangement f ∈ C[x1, . . . , xd] of degree ` ≥ d is

bf (s) = (s+ 1)d−1
2`−d−2∏
j=0

(
s+ j + d

`

)
.

Example 4.11. The homogeneous polynomial f = x5 + y5 ∈ C[x, y] considered
in Remark 4.3 defines an arrangement of five lines through the origin. Walther’s
formula gives

bf (s) = (s+ 1)2
(
s+ 2

5

)(
s+ 3

5

)(
s+ 4

5

)(
s+ 6

5

)(
s+ 7

5

)(
s+ 8

5

)
.

It is an open question to determine the roots of the Bernstein-Sato polynomial of
a nongeneric arrangement. In this general setting, Leykin [Wal05] noticed that −1
is the only integer root of bf (s).

A natural question that arise when dealing with invariants of hyperplane arrange-
ments is whether these invariants are combinatorial, meaning that they only depend
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on the lattice of intersection of the hyperplanes together with the codimensions of
these intersections, and it does not depend on the position of the hyperplanes. Unfor-
tunately this is not the case. Walther [Wal17] provides examples of combinatorially
equivalent arrangements with different Bernstein-Sato polynomial.

Example 4.12 ([Wal17, Sai16]). The following nongeneric arrangements have the
same intersection lattice

f = xyz(x+ 3z)(x+ y + z)(x+ 2y + 3z)(2x+ y + z)(2x+ 3y + z)(2x+ 3y + 4z),
g = xyz(x+ 5z)(x+ y + z)(x+ 3y + 5z)(2x+ y + z)(2x+ 3y + z)(2x+ 3y + 4z).

However the Bernstein-Sato polynomials differ by the root − 16
9 :

bf (s) = (s+ 1)
4∏
j=2

(
s+ j

3

) 16∏
j=3

(
s+ j

9

)

bg(s) = (s+ 1)
4∏
j=2

(
s+ j

3

) 15∏
j=3

(
s+ j

9

)
.

5. The case of nonprincipal ideals and relative versions

In this section we study different extensions of Bernstein-Sato polynomials for
ideals that are not necessarily principal. Sabbah [Sab87b] introduced the notion
of Bernstein-Sato ideal BF ⊆ K[s1, . . . , s`] associated to a tuple of elements F =
f1, . . . , f`. More recently, Budur, Mustaţă, and Saito [BMS06b] defined a Bernstein-
Sato polynomial ba(s) ∈ K[s] associated to an ideal a ⊆ A which is independent of
the set of generators. The approach to Bernstein-Sato polynomials of nonprincipal
ideals has been simplified by Mustaţă [Mus19].

In order to provide a description of the V -filtration of a holonomic D-module,
Sabbah introduced a relative version of Bernstein-Sato polynomials that is also
considered in the version for nonprincial ideals [BMS06b]. This relative version is
also important to describe multiplier ideals (see Section 10).

5.1. Bernstein-Sato polynomial for general ideals in differentiably admis-
sible algebras. We start studying the Bernstein-Sato polynomial for general ideals
using the recent approach given by Mustaţă [Mus19]. In this section we show its
existence for general ideals in differentiably admissible algebras in Theorem 5.6.

Definition 5.1. Let K a field of characteristic zero, A be a regular K-algebra, and
a ⊆ A be a nonzero ideal. Let F = f1, . . . , f` be a set of generators for a, and
g = f1y1 + · · ·+ f`y` ∈ A[y1, . . . , y`]. We denote by bF (s) the monic polynomial in
K[s] of least degree among those polynomials b(s) ∈ K[s] such that

δ(s)gs+1 = b(s)gs for all s ∈ N,

where δ(s) ∈ DA[y1,...,y`]|K[s] is a polynomial differential operator. That is, bF (s) is
the Bernstein-Sato polynomial of g.

Before we discuss properties of this notion of the Bernstein-Sato polynomial, we
show that the definition of bF (s) does not depend on the choice of generators for a.
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Proposition 5.2 ([Mus19, Remark 2.1]). Let K a field of characteristic zero, A
be a regular K-algebra, and a ⊆ A be a nonzero ideal. Let F = f1, . . . , f` and
G = g1, . . . , gm be two sets of generators for a. Then bF (s) = bG(s).

Proof. It suffices to show that bF (s) = bG(s) = bH(s), where H = F ∪ G. This
follows from showing that bF (s) = bG(s) when G = F ∪ g for g ∈ a. Let r1, . . . , r`
such that g = r1f1 + · · ·+ r`f`. We have that

f1y1 + · · ·+ f`y` + gy`+1 = f1y1 + · · ·+ f`y` + (r1f1 + · · ·+ r`f`)y`+1

f1(y1 + r1y`+1) + · · ·+ f`(y` + r`y`+1).
After a change of variables yi 7→ yi + riy`+1, this polynomial becomes f . Since the
Bernstein-Sato polynomial does not change by change of variables, we conclude that
bF (s) = bG(s). �

Given the previous result, we can define the Bernstein-Sato polynomial of a
nonprincipal ideal. Notice that f1y1 + · · ·+ f`y` is not a unit in A[y1, . . . , y`] so we
may consider its reduced Bernstein-Sato polynomial b̃F (s) = bF (s)

s+1 .

Definition 5.3. Let K a field of characteristic zero, A be a regular K-algebra, and
a ⊆ A be a nonzero ideal. Let F = f1. . . . , f` be a set of generators for a. We define
the Bernstein-Sato polynomial of a as the reduced Bernstein-Sato polynomial of
f1y1 + · · ·+ f`y`. That is

ba(s) := b̃F (s).

We point out that the previous definition is not the original given by Budur,
Mustaţă, and Saito [BMS06b], which we discuss in the next subsection. This
approach given by Mustaţă [Mus19] has a couple of differences. First, the existence
of Bernstein-Sato polynomials for nonprincipal ideals would follow from the existence
of certain Bernstein-Sato polynomials for a single element. This way in particular
gives the existence of Bernstein-Sato polynomials for nonprincipal ideals in any
differentiably admissible algebras (see Subsection 3.4) such as power series rings
over a field of characteristic zero. Second, the treatment given by Mustaţă [Mus19]
can be done without using V -filtrations.

We now focus on showing the existence of Bernstein-Sato polynomial for non-
principal ideals in differentiably admissible algebras. We start recalling a theorem
from Matsumura’s book [Mat80].

Theorem 5.4 ([Mat80, Theorem 99]). Let (A,m,K) be a regular local commutative
Notherian ring with unity of dimension d containing a field K0. Suppose that K is an
algebraic separable extension of K0. Let Â denote the completion of A with respect
to m. Let x1, . . . , xd be a regular system of parameters of A. Then, Â = KJx1, . . . , xdK
is the power series ring with coefficients in K, and DerÂ|K is a free Â-module with
basis ∂1, . . . , ∂d. Moreover, the following conditions are equivalent:

(i) ∂i (i = 1, . . . , d) maps A into A, equivalently, ∂i ∈ DerA|K0 ;
(ii) there exist derivations δ1, . . . , δd ∈ DerA|K0 and elements f1, . . . , fd ∈ A such

that δifj = 1 if i = j and 0 otherwise;
(iii) there exist derivations δ1, . . . , δd ∈ DerA|K0 and elements f1 . . . , fd ∈ R such

that det(δifj) 6∈ m;
(iv) DerA|K0 is a free module of rank d (with basis δ1, . . . , δd);
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(v) rank(DerA|K0) = d.

We now show that a power series ring over a differentiably admissible K-algebra
is also a differentiably admissible K-algebra. We point out that this fact does not
hold for polynomial rings, as the residue field can be a transcendental extension of
R. A example of this is A = KJxK, where n = (xy − 1) ⊆ A[y] is a maximal ideal
with coefficient field Frac(A).

Proposition 5.5. Let A be a differentiably admissible K-algebra of dimension d.
Then, the power series ring AJyK is also a differentiably admissible K-algebra of
dimension d+ 1.

Proof. Since every regular Noetherian ring is product of regular domains, we assume
without loss of generality that A is a domain. Let n be a maximal ideal in AJyK.
Then, there exists a maximal ideal m ⊆ A such that n = mAJyK + (y). It follows that
n is generated by a regular sequence of d+ 1 elements. We conclude that (AJyK)n is
a regular ring of dimension d+ 1. We also have that AJyK/n ∼= A/m is an algebraic
extension of K.

It remains to show that DerAJyK|K is a projective module of rank d + 1 and
it behaves well with localization. We note that every derivation δ in A can be
extended to a derivation AJyK by δ(

∑∞
n=0 fny

n) =
∑∞
n=0 δ(fn)yn. LetM = AJyK⊗A

DerA|K ⊕AJyK∂y ⊆ DerAJyK|K . We note that the natural maps
Mn → AJyKn ⊗A DerAJyK|K → DerAJyKn|K

are injective. We fix n ⊆ AJyK a maximal ideal and a maximal ideal m ⊆ R such
that n = mAJyK + (y). We fix δ1, . . . , δd ∈ DerAm|K and elements f1, . . . , fn ∈ mAm

such that δifj = 1 if i = j and 0 otherwise. We can do this by Theorem 5.4.
Then, δ1, . . . , δd, ∂y satisfy Theorem 5.4(3). We conclude that δ1, . . . , δd, ∂y generate
DerAJyKn|K. Then, the composition of the maps

Mn → AJyKn ⊗A DerAJyK|K → DerAJyKn|K

is surjective. We conclude that they are isomorphic. Since
Mm =

(
AJyKn ⊗Am

(DerA|K)m
)
⊕AJyKn∂y

is free of rank d+ 1, we have that
(Mm)n = Mn

∼= DerAJyKn|K

is free of rank d+ 1. �

Theorem 5.6. Let A be differentiably admissible, and a ⊆ A. Then, the Bernstein-
Sato polynomial of a exists.

Proof. Let f1, . . . , f` be a set of generators for a. Let f = f1y1 + · · · + f`y` ∈
AJy1, . . . , y`K. There exists b(s) ∈ K[s] r {0} and δ(s) ∈ AJy1, . . . , y`K[s] such that

δ(s)ffs = b(s)fs

in Af [s]fs by Proposition 5.5 and Theorem 3.26. There exist finitely many β ∈ N`,
j ∈ N, δβ,j [s] ∈ DA|K[s], and gβ,j ∈ AJy1, . . . , y`K such that

δ(s) =
∑
β,j

gβ,jδβ,j(s)
∂β

∂yβ
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because DAJy1,...,y`K|K is generated by derivations by Remark 2.8, and by the descrip-
tion of DerAJy1,...,y`K|K in the proof of Proposition 5.5. Then, there exists hα,β,j ∈ A
such that gβ,j =

∑
α∈N` hα,β,jy

α. Then,

δ(s) =
∑
β,j

∑
α∈N`

hα,β,jδβ,j(s)yα
∂β

∂yβ
.

We have that

b(s)fs = δ(s)ffs

=
∑
β,j

∑
α∈N`

hα,β,jy
αδβ,j(s)

∂β

∂yβ
ffs

=
∑
β,j

∑
α∈N`

hα,β,jδβ,j(s)yα
∂β

∂yβ
ffs.

After specializing for t ∈ N, we have that

b(t)f t =
∑
β,j

∑
α∈N`

hα,β,jδβ,j(t)yα
∂β

∂yβ
f t+1.

Then, ∑
β,j

∑
|α|6=|β|−1

hα,β,jδβ,j(t)yα
∂β

∂yβ
f t+1 = 0.

by comparing the degree in y1, . . . , y`. Then,∑
β,j

∑
|α|6=|β|−1

hα,β,jδβ,j(s)yα
∂β

∂yβ
ffs = 0.

We have that

δ̃(s) =
∑
β,j

∑
|α|=|β|−1

hα,β,jδβ,j(s)yα
∂β

∂yβ
.

satisfies the functional equation and belongs to DA[y1,...,y`]|K[s]. Then, the Bernstein-
Sato polynomial of a exists. �

5.2. Bernstein-Sato polynomial of general ideals revisited. In this subsec-
tion we review the original definition of Bernstein-Sato polynomial of an ideal
given by Budur, Mustaţă, and Saito [BMS06b]. Indeed they provide two equivalent
approaches depending on the ring of differential operators we are working with.

Let K a field of characteristic zero, A be a regular K-algebra, and let F = f1, . . . , f`
be a set of generators of an ideal a ⊆ A. Let S = {sij}1≤i,j≤` be a new set of variables
satisfying the following relations:

(i) sii = si for i = 1, . . . , `.
(ii) [sij , sk`] = δjksi` − δi`skj ,

where δij is the Kronecker’s delta function. Then we consider the ring K〈S〉 generated
by S and DA|K〈S〉 := DA|K ⊗K K〈S〉.

In this setting we have the following Bernstein-Sato type functional equation.
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Definition 5.7. Let K be a field of characteristic zero and A a regular K-algebra.
A Bernstein-Sato functional equation in DA|K〈S〉 for F = f1, . . . , f` is an equation
of the form ∑̀

i=1
δi(S)fifs1

1 · · · f
s`
` = b(s1 + · · ·+ s`)fs1

1 · · · f
s`
`

where δi(S) ∈ DA|K〈S〉 and b(s) ∈ K[s].

Definition 5.8. Let K be a field of characteristic zero and A a regular K-algebra.
Let F = f1, . . . , f` be a set of generators of an ideal a ⊆ A. The Bernstein-Sato
polynomial ba(s) of a is the monic polynomial of smallest degree satisfying a
Bernstein-Sato functional equation in DA|K〈S〉.

Budur, Mustaţă, and Saito proved the existence of such Bernstein-Sato polynomial.
Moreover, they also proved that it does not depend on the set of generators of the
ideal so it is well-defined (see [BMS06b, Theorem 2.5]).

After a convenient shifting we can define the Bernstein-Sato polynomial of an
algebraic variety.

Theorem 5.9 ([BMS06b]). Let Z(a) ⊆ Cd be the closed variety defined by an ideal
a ⊆ A and c be the codimension of Z(a) in Cd. Then

bZ(a)(s) := ba(s− c)

depends only on the affine scheme Z(a) and not on a.

In this setting we also have that the Bernstein-Sato functional equation inDA|K〈S〉
is an equality in Af [s1, . . . , sp]fs. The DA|K〈S〉-module structure on this module is
given by

sij · a(s1, . . . , sp)fs := sia(s1, . . . , si − 1, . . . , sj + 1, . . . , sp)
fj
fi

fs

where a(s1, . . . , sp) ∈ Af [s1, . . . , sp]. The DA|K〈S〉-submodule generated by fs has
a presentation

DA|K〈S〉fs ∼=
DA|K〈S〉

AnnD〈S〉(fs) ,

and thus
DA|K〈S〉fs

DA|K〈S〉(f1, . . . , fp)fs
∼=

DA|K〈S〉
AnnD〈S〉(fs) +DA|K〈S〉(f1, . . . , fp)

.

We have an analogue of Proposition 3.13 that is used in order to provide algorithms
for the computations of these Bernstein-Sato polynomials [ALM09].

Proposition 5.10. The Bernstein-Sato polynomial of an ideal a ⊆ A generated by
F = f1, . . . , f` is the monic generator of the ideal(

ba(s1 + · · ·+ sp)
)

= K[s1 + · · ·+ sp] ∩
(
AnnD〈S〉(fs) +DA|K〈S〉(f1, . . . , fp)

)
.

Budur, Mustaţă, and Saito [BMS06b, Section 2.10] gave an equivalent definition
of Bernstein-Sato polynomial of a using a functional equation in DA|K[s1, . . . , s`]
instead of DA|K〈S〉.
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Theorem 5.11 ([BMS06b]). Let K a field of characteristic zero, A be a regular
K-algebra, and a ⊆ A be a nonzero ideal. Let F = f1, . . . , f` be a set of generators
for a. Then, ba(s) ∈ K[s] is the monic polynomial of least degree, b(s) such that

b(s1 + · · ·+ s`)fs1
1 · · · f

s`
` ∈

∑
|α|=1

DR|K[s1, . . . , s`] ·
∏
αi

(
si
−αi

)
fs1+α1

1 · · · fs`+α`` ,

where α = (α1, . . . , α`) ∈ Z`, |α| = α1 + · · ·+ α`,
(
si
m

)
= 1

m!
∏m−1
j=0 (si − j).

Mustaţă [Mus19, Theorem 1.1] uses this characterization to show that ba(s) coin-
cides with the reduced Bernstein-Sato polynomial of f1y1 + · · ·+ f`y` ∈ A[y1, . . . , y`].

One may be tempted to consider a general element λ1f1 + · · ·+ λ`f` ∈ a whose
log-resolution has the same numerical data as the log-resolution of the ideal a.
Example 5.12. Let a = (x4, xy2, y3) ⊆ C[x, y] be a monomial ideal and consider
a general element of the ideal g = x4 + xy2 + y3. The roots of the Bernstein-Sato
polynomial ba(s) are:{

−5
8 ,−

2
3 ,−

3
4 ,−

7
8 ,−1,−9

8 ,−
5
4 ,−

4
3 ,−

11
8 ,−

3
2

}
,

with −1 being a root with multiplicity 2. Meanwhile, the roots of the reduced
Bernstein-Sato polynomial b̃g(s) are{

−5
8 ,−

7
8 ,−1,−9

8 ,−
11
8

}
The exceptional part of the log-resolution divisor Fπ in both cases is of the form
3E1 + 4E2 + 8E3. The roots of b̃g(s) are only contributed by the rupture divisor E3
but this is not the case for ba(s).

5.2.1. Monomial ideals. Let a ⊆ C[x1, . . . , xd] be a monomial ideal. Let Pa ⊆ Rd≥0
be the Newton polyhedron associated to a which is the convex hull of the semigroup

Γa = {a = (a1, . . . , ad) ∈ Nd | xa1
1 · · ·x

ad
d ∈ a}.

For any face Q of Pa we define:

(i) MQ the subsemigroup of Zd generated by a− b with a ∈ Γa and b ∈ Γa ∩Q.
(ii) M ′Q := c+MQ for c ∈ Γa ∩Q.

M ′Q is a subset of MQ that is independent of the choice of c. For a face Q of Pa

not contained in a coordinate hyperplane we consider a function LQ : Rd → R with
rational coefficients such that LQ = 1 on Q. Set

RQ = {LQ(a) | a ∈ ((1, . . . , 1) + (MQ rM ′Q)) ∩ VQ},
where VQ is the linear subspace generated by Q.

Budur, Mustaţă, and Saito [BMS06a] gave a closed formula for the roots of the
Bernstein-Sato polynomial of a in terms of these sets RQ.
Theorem 5.13 ([BMS06a]). Let a ⊆ C[x1, . . . , xd] be a monomial ideal. Let ρa be
the set of roots of ba(−s). Then

ρa =
⋃
Q

RQ

where the union is over the faces Q of Pa not contained in coordinate hyperplanes.
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5.2.2. Determinantal varieties. The theory of equivariant D-modules has been
successfully used in recent years to study local cohomology modules of determinantal
varieties. These techniques have also been used by Lőrincz, Raicu, Walther, and
Weyman [LRWW17] to determine the Bernstein-Sato polynomial of the ideal of
maximal minors of a generic matrix.

Theorem 5.14 ([LRWW17]). Let X = (xij) be a generic m × n matrix with
m ≥ n. Let an ⊆ A = C[xij ] be the ideal generated by the n× n minors of X. The
Bernstein-Sato polynomials of the ideal an and the corresponding variety are

ban(s) =
m∏

`=m−n+1
(s+ `) .

bZ(an)(s) =
n−1∏
`=0

(s+ `) .

They also provided a formula for sub-maximal Pfaffians.

Theorem 5.15 ([LRWW17]). Let X = (xij) be a generic (2n + 1) × (2n + 1)
skew-symmetric matrix, i.e xii = 0, xij = −xji. Let b2n ⊆ A = C[xij ] be the ideal
generated by the 2n × 2n Pfaffians of X. The Bernstein-Sato polynomials of the
ideal b2n and the corresponding variety are

bb2n(s) =
n−1∏
`=0

(s+ 2`+ 3) .

bZ(b2n)(s) =
n−1∏
`=0

(s+ 2`) .

5.3. Bernstein-Sato ideals. In this subsection we consider the theory of Bernstein-
Sato ideals associated to a tuple of elements F = f1, . . . , f` developed by Sabbah
[Sab87b].

Definition 5.16. Let K be a field of characteristic zero and A a regular K-algebra.
A Bernstein-Sato functional equation for a tuple F = f1, . . . , f` of elements of A is
an equation of the form

δ(s1, . . . , s`)fs1+1
1 · · · fs`+1

` = b(s1, . . . , s`)fs1
1 · · · f

s`
`

where δ(s1, . . . , s`) ∈ DA|K[s1, . . . , s`] and b(s1, . . . , s`) ∈ K[s1, . . . , s`].

All the polynomials b(s1, . . . , s`) satisfying a Bernstein-Sato functional equation
form an ideal BF ⊆ K[s1, . . . , s`] that we refer to as the Bernstein-Sato ideal.

Remark 5.17. More generally, given a = (a1, . . . , a`) ∈ Z`≥0, we may also consider
the functional equations

δ(s1, . . . , s`)fs1+a1
1 · · · fs`+a`` = b(s1, . . . , s`)fs1

1 · · · f
s`
` for all si ∈ N,

leading to other Bernstein-Sato ideals BaF ⊆ K[s1, . . . , s`].

As in the case ` = 1 we first wonder about the existence of such functional
equations.
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Theorem 5.18 ([Sab87b]). Let K be a field of characteristic zero, and let A be
either K[x1, . . . , xd] or C{x1, . . . , xd}. Any nonzero tuple F = f1, . . . , f` of elements
of A satisfies a nonzero Bernstein-Sato functional equation and thus BF 6= 0.

Sabbah [Sab87b] proved this result in the local analytic case A = C{x1, . . . , xd}.
The proof in the polynomial ring case A = K[x1, . . . , xd] is completely analogous to
the one given in Section 3.3 for the case ` = 1.

The Bernstein-Sato functional equation is an equality in Af [s1, . . . , s`]fs where
f = f1 · · · f` and fs := fs1

1 · · ·f
s`

` . We also have that theDA|K[s1, . . . , s`]-submodule
generated by fs has a presentation

DA|K[s1, . . . , s`]fs ∼=
DA|K[s1, . . . , s`]

AnnD[s1,...,s`](fs) ,

and, given the fact that
DA|K[s1, . . . , s`]fs

DA|K[s1, . . . , s`]ffs
∼=

DA|K[s1, . . . , s`]
AnnD[s1,...,s`](fs) +DA|K[s1, . . . , s`]f

.

we get an analogue of Proposition 3.13 that reads as

Proposition 5.19. The Bernstein-Sato ideal of F = f1, . . . , f` is
BF = K[s1, . . . , s`] ∩ (AnnDA|K[s1,...,s`](f

s) +DA|K[s1, . . . , s`]f).

Some properties of Bernstein-Sato ideals are the natural extension of those
satisfied by Bernstein-Sato polynomials. We start with the ones considered in
Section 3.5. The analogue of Lemma 3.27 is the following result.

Lemma 5.20 ([May97, BM99]). Let F = f1, . . . , f` be a tuple where the fi are
pairwise without common factors. Then

BF ⊆
(

(s1 + 1) · · · (s` + 1)
)
.

Equality is achieved if and only if A/(f1, . . . , f`) is smooth.

We summarize the relations between the Bernstein-Sato ideals when we change
the ring A in the following lemma. For the convenience of the reader we use
temporally the same notation as in Section 3.5.

Lemma 5.21 ([BM02]). We have:

(i) BK[x]
F =

⋂
m max idealB

K[x]m
F .

(ii) BK[x]m
F = B

K[[x]]
F , where m is the homogeneous maximal ideal.

(iii) BC{x−p}
F = B

C[[x−p]]
F , where p ∈ Cd.

(iv) BL[x]
F = L⊗K B

K[x]
F where L is a field containing K.

The first rationality result for Bernstein-Sato ideals is given by Gyoja [Gyo93]
and Sabbah [Sab87b] where they proved the existence of an element of BF which
is a product of polynomials of degree one of the form a1s1 + · · ·+ a`s` + a, with
ai ∈ Q≥0 and a ∈ Q>0. This fact prompted Budur [Bud15a] to make the following:

Conjecture 5.22. The Bernstein-Sato ideal of a tuple F = f1, . . . , f` of elements
in C{x1, . . . , xd} is generated by products of polynomials of degree one

a1s1 + · · ·+ a`s` + a,
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with ai ∈ Q≥0 and a ∈ Q>0

Notice that this would imply that the irreducible components of the zero locus
Z(BF ) are linear. The best result so far towards this conjecture is the following

Theorem 5.23 ([Mai16a]). Every irreducible component of Z(BF ) of codimension
1 is a hyperplane of type a1s1 + · · ·+ a`s` + a, with ai ∈ Q≥0 and a ∈ Q>0. Every
irreducible component of Z(BF ) of codimension > 1 can be translated by an element
of Z` inside a component of codimension 1.

Recall that the work of Kashiwara and Malgrange relates the roots of the
Bernstein-Sato polynomials to the eigenvalues of the monodromy and these eigen-
values are roots of unity by the monodromy theorem. An extension to the case of
Bernstein-Sato ideals of Kashiwara and Malgrange result has been given recently by
Budur [Bud15a] and Budur, van der Veer, Wu, and Zhou [BvdVWZ19]. There is
also an extension of the Monodromy theorem in this setting given by Budur and
Wang [BW17] and Budur, Liu, Saumell, and Wang [BLSW17]. Unfortunately these
results are not enough to settle Conjecture 5.22.

The main difference with the classical case is that Bernstein-Sato ideals are not
necessarily principally generated. Briançon and Maynadier [BM99] gave a theoretical
proof of this fact for the following example. The explicit computation was given by
Balhoul and Oaku [BO10].

Example 5.24 ([BM99, BO10]). Let F = z, x4 + y4 + zx2y2 be a pair of elements
in C{x, y, z}. The local Bernstein-Sato ideal is nonprincipal

B
C{x}
F =

(
(s1 + 1)(s2 + 1)2(2s2 + 1)(4s2 + 3)(4s2 + 5)(s1 + 2),

(s1 + 1)(s2 + 1)2(2s2 + 1)(4s2 + 3)(4s2 + 5)(2s2 + 3)
)
.

However, when we consider F in C[x, y, z] the global Bernstein-Sato ideal is

B
C[x]
F =

(
(s1 + 1)(s2 + 1)2(2s2 + 1)(2s2 + 3)(4s2 + 3)(4s2 + 5)

)
.

The following example is also given by Balhoul and Oaku.

Example 5.25 ([BO10]). Let F = z, x5 + y5 + zx2y3 be a pair of elements in
C[x, y, z]. Then the local and the global Bernstein-Sato ideals coincide and are
nonprincipal. Specifically, BF is generated by (s1 + 1)(s2 + 1)2(5s2 + 2)(5s2 +
3)(5s2 + 4)(5s2 + 6)(s1 + 2)(s1 + 3)(s1 + 4)(s1 + 5), (s1 + 1)(s2 + 1)2(5s2 + 2)(5s2 +
3)(5s2 + 4)(5s2 + 6)(5s2 + 7)(s1 + 2), and (s1 + 1)(s2 + 1)2(5s2 + 2)(5s2 + 3)(5s2 +
4)(5s2 + 6)(5s2 + 7)(5s2 + 8).

There are interesting examples worked out in several computational articles by
Balhoul [Bah01], Balhoul and Oaku [BO10], Castro-Jimenez and Ucha-Enríquez
[UCJ04], Andres, Levandovskyy, and Martín-Morales [ALM09]. However, we cannot
find many closed formulas for families of examples. Maynadier [May97] studied
the case of quasi-homogeneous isolated complete intersection singularities and we
highlight the case of hyperplane arrangements.
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5.3.1. Hyperplane arrangements: Let f ∈ C[x1, . . . , xd] be a reduced polynomial
defining an arrangement of hyperplanes. The most natural tuple F = f1, · · · , f`
associated to f is the one given by its degree one components. The following result
is an extension of Walther’s work to this setting. It was first obtained by Maisonobe
[Mai16b] for the case ` = d+ 1 and further extended by Bath [Bat20] for ` ≥ d+ 1.
We point out that Bath also provides a formula for other tuples associated to
different decompositions of the arrangement f .

Theorem 5.26 ([Mai16b, Bat20]). Let f = f1 · · · f` ∈ C[x1, . . . , xd], with ` ≥ d+ 1,
be the decomposition of a generic central hyperplane arrangement as a product of
linear forms. The Bernstein-Sato ideal of the tuple F = f1, . . . , f` is

BF =

∏̀
i=1

(si + 1)
2`−d−2∏
j=0

(s1 + · · ·+ s` + j + d)

 .

5.4. Relative versions. In this section we discuss a more general version of the
Bernstein-Sato polynomials in which the functional equation includes an element of
a D-moduleM [Sab87a, Meb89]. As in the classical case, we consider this functional
equation as an equality in a given module that we define next.

Definition 5.27. Let A be a differentiably admissible K-algebra, and M a left
DA|K-module. For f ∈ A r {0}, we define the left DAf |K[s]-module Mf [s]fs as
follows:

(i) As an Af [s]-module, Mf [s]fs is isomorphic to Mf [s].
(ii) Each partial derivative ∂ ∈ DerA|K acts by the rule

∂(a(s)vfs) =
(
a(s)∂(v) + sa(s)∂(f)

f

)
fs

for a(s) ∈ Af [s].

Alternative descriptions can be given analogously to Subsection 3.2, but we do
not need them here.

Theorem 5.28 ([MNM91, Theorem 3.1.1], [Sab87a]). Let A be a differentiably
admissible K-algebra, M a left DA|K-module in the Bernstein class, and f ∈ Ar {0}.
For any element v ∈M there exists δ(s) ∈ DA|K[s] and b(s) ∈ K[s] r {0} such that

δ(s)vffs = b(s)vfs.

There are not many explicit examples of Bernstein-Sato polynomials in this
generality that we may find in the literature. Torrelli [Tor02, Tor03] has some
results in the case that M is the local cohomology module of a complete intersection
or a hypersurface with isolated singularities. Reichelt, Sevenheck, and Walther
[RSW18] studied the case of hypergeometric systems.

In the case of M being the ring itself, we find the Bernstein-Sato polynomial of f
relative to an element h ∈ A. Of course, when h = 1 we recover the classical version.

Corollary 5.29. Let A be a differentiably admissible K-algebra and f ∈ Ar {0}.
For any element h ∈ A there exists δ(s) ∈ DA|K[s] and b(s) ∈ K[s] r {0} such that

δ(s)hffs = b(s)hfs.
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Definition 5.30. Let A be a differentiably admissible K-algebra, M a left DA|K-
module in the Bernstein class, f ∈ A r {0}, and v ∈ M . We define the relative
Bernstein-Sato polynomial bf,v(s) to be the monic polynomial of minimal degree for
which there is a nonzero functional equation

δ(s)vffs = bf,v(s)vfs.

A basic example shows that s = −1 need not always be a root of the relative
Bernstein-Sato polynomial bf,g(s).

Example 5.31. Let A = C[x], and take f = g = x. We have a functional equation

∂xx
s+1x = (s+ 2)xsx for all s,

so s = −1 is not a root of bx,x(s). It follows from the next proposition that
bx,x(s) = s+ 2.

We record a basic property of relative Bernstein-Sato polynomials that may be
considered as an analogue to Lemma 3.27.

Lemma 5.32. Let A be a differentially admissible K-algebra, and f, g ∈ Ar {0}.
If g ∈ (fn−1) r (fn), then s = −n is a root of bf,g(s).

Proof. Evaluating the functional equation at s = −n, we have

δ(−n)ff−ng = b(−n)f−ng.

Since g/fn−1 ∈ R, and g/fn /∈ R, we must have b(−n) = 0. �

We make another related observation.

Lemma 5.33. Let A be a differentially admissible K-algebra, and f, g ∈ Ar {0}.
Then bf,fng(s) = bf,g(s+ n) for all n.

Proof. Given a functional equation

δ(s)gffs = bf,g(s)gfs,

shifting by n yields

δ(s+ n)gfnffs = bf,g(s+ n)gfnfs,

so bf,g(s+ n) | bf,fng(s). Similarly, given a functional equation

δ′(s)gfnffs = bf,fng(s)gfnfs,

we also have
δ′(s− n)gffs = bf,fng(s− n)gfs,

from which the equality follows. �

This notion of relative Bernstein-Sato polynomials has been extended to the
case of nonprincipal ideals by Budur, Mustaţǎ and Saito [BMS06b] following the
approach given in Subsection 5.2.
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Theorem 5.34 ([BMS06b]). Let K a field of characteristic zero, A be a regular
finitely generated K-algebra, and a ⊆ A be a nonzero ideal. Let F = f1, . . . , f` be a
set of generators for a and consider an element h ∈ A. Then, ba,h(s) ∈ K[s] is the
monic polynomial of least degree, b(s) such that

b(s1 + · · ·+ s`)hfs1
1 · · · f

s`
` ∈

∑
|α|=1

DR|K[s1, . . . , s`] ·
∏
αi

(
si
−αi

)
hfs1+α1

1 · · · fs`+α`` ,

where α = (α1, . . . , α`) ∈ Z`, |α| = α1 + · · ·+ α`,
(
si
m

)
= 1

m!
∏m−1
j=0 (si − j).

5.5. V -filtrations. In this subsection, we give a quick overview of the V -filtration
and its relationship with the relative versions of Bernstein-Sato polynomials. For
further details regarding V -filtrations we refer to Budur’s survey on this subject
[Bud05].
Definition 5.35. Suppose that K has characteristic zero. Let A be a regular Noe-
therian K-algebra. Let T = t1, . . . , t` be a sequence of variables, and let A[t1, . . . , t`]
be a polynomial ring over A. The V -filtration along the ideal (T ) on the ring of
differential operators DA[T ]|K is the filtration indexed by integers i ∈ Z defined by

V i(T )DA[T ]|K = {δ ∈ DA[T ]|K : δ • (T )j ⊆ (T )j+i for all j ∈ Z},

where (T )j = A[T ] for j ≤ 0.
Remark 5.36. We consider DA[T ]|K as a graded ring where deg(ti) = 1 and
deg(∂ti) = −1. Then,

V i(T )DA[T ]|K =
⊕
a,b∈N`

|a|−|b| ≥ i

DA|K · ta1
1 · · · t

a`
` ∂

b1
t1 · · · ∂

b`
t`
.

The V -filtration along the ideal (T ) on a DA[T ]|K-module M is defined as follows.
Definition 5.37. Suppose that K has characteristic zero. Let A be a regular Noe-
therian K-algebra. Let T = t1, . . . , t` be a sequence of variables, and let A[t1, . . . , t`]
be a polynomial ring over A. Let M be a DA[T ]|K-module. A V -filtration on M
along the ideal (T ) = (t1, . . . , t`) is a decreasing filtration {V α(T )M}α on M , indexed
by α ∈ Q, satisfying the following conditions.

(i) For all α ∈ Q, V α(T )M is a Noetherian V 0
(T )DA[T ]|K-submodule of M .

(ii) The union of the V α(T )M , over all α ∈ Q, is M .
(iii) V α(T )M =

⋂
γ<α V

γ
(T )M for all α, and the set J consisting of all α ∈ Q for which

V α(T )M 6=
⋃
γ>α V

γ
(T )M is discrete.

(iv) For all α ∈ Q and all 1 ≤ i ≤ `,
ti • V

α
(T )M ⊆ V

α+1
(T ) M and ∂ti • V

α
(T )M ⊆ V

α−1
(T ) M,

i.e., the filtration is compatible with the V -filtration on DA[T ]|K.
(v) For all α� 0,

∑`
i=1

(
ti • V

α
(T )M

)
= V α+1

(T ) M .
(vi) For all α ∈ Q, ∑̀

i=1
∂titi − α

acts nilpotently on V α(T )M/(
⋃
γ>α V

γ
(T )M).
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Proposition 5.38 ([Bud05]). Suppose that K has characteristic zero. Let A be a
regular Noetherian K-algebra. Let T = t1, . . . , t` be a sequence of variables, and let
A[t1, . . . , t`] be a polynomial ring over A. Let M be a finitely generated DA[T ]|K-
module. If a V -filtration on M along (T ) exists, then it is unique.

We now define the V -filtration on a DA|K-module M along F = f1, . . . , f` ∈ A,
whereM is a DR|K-module. For this, we need the direct image ofM under the graph
embedding i

¯
f . We recall that this is the local cohomology module H`

(T−F )(M [T ]),
where (T − F ) = (t1 − f1, . . . , t` − f`).

Definition 5.39. Suppose that K has characteristic zero. Let A be a regular
Noetherian K-algebra. Given indeterminates T = t1, . . . , t`, and F = f1, . . . , f` ∈ A,
consider the ideal (T −F ) of the polynomial ring A[T ] generated by t1− f1, . . . , t`−
f`. For a DA|K-module M , let M ′ denote the DA[T ]|K-module H`

(T−F )(M [T ]), and
identify M with the isomorphic module 0 :M ′ (T − F ) ⊆ M ′. Suppose that M ′
admits a V -filtration along (T ) over A[T ]. Then the V -filtration on M along (T −F )
is defined, for α ∈ Q, as

V α(F )M := V α(T )M
′ ∩M = (0 :V α(T )M

′ (T − F )).

We point out that V -filtration over A along F only depends on the ideal a = (F )
and not on the generators chosen.

We now give a result that guarantees the existence of V -filtrations. We point
out that we have not defined regular or quasi-unipotent DA|K-modules. We omit
these definitions, but we mention that all principal localizations Af and all local
cohomology modules Hi

a(A) of the ring A satisfy these properties.

Theorem 5.40 ([Kas83, Mal83]). Suppose that K has characteristic zero. Let
A = K[x1, . . . , xd] be a polynomial ring andM be a quasi-unipotent regular holonomic
left DA|K-module. Then, M has a V -filtration along F = f1, . . . , f` ∈ A.

Once we ensure the existence of V -filtrations we have the following characteriza-
tion in terms of relative Bernstein-Sato polynomials.

Theorem 5.41 ([Sab87a, BMS06b]). Suppose that K has characteristic zero. Let
A = K[x1, . . . , xd] be a polynomial ring andM be a quasi-unipotent regular holonomic
left DA|K-module. Then,

V α(F )M = {v ∈M | α ≤ c if b(F ),v(−c) = 0}.

6. Bernstein-Sato theory in prime characteristic

We now discuss Bernstein-Sato theory in positive characteristic. Throughout
this section, K is a perfect field of characteristic p > 0, and A = K[x1, . . . , xd] is a
polynomial ring. The main purpose of this section is to discuss the theory developed
by Mustaţă [Mus09], Bitoun [Bit18], and Quinlan-Gallego [QG20b].

Before we do so, as motivation, we briefly discuss the notion of the Bernstein-Sato
functional equation in positive characteristic. Note that for b(s) ∈ K[s], we have
b(s)fs = c(s)fs for all s ∈ N if and only if b and c determine the same function from
Fp to K. This gives a recipe for many unenlightening functional equations: we can
take b(s) to be a function identically zero on Fp, e.g., sp − s, and δ(s) to be some
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operator that annihilates every power of f , e.g., the zero operator. For this reason,
the notion of Bernstein-Sato polynomial in characteristic zero is not as well-suited
for consideration in positive characteristic.

Instead, we return to an alternative characterization of the Bernstein-Sato polyno-
mial discussed in Subsection 3.2. As a consequence of Proposition 3.13, for polyno-
mial rings in characteristic zero, we can characterize the roots of the Bernstein-Sato
polynomial of f as the eigenvalues of the action of −∂tt on [ 1

f−t ] in

DA|K[−∂tt] · [ 1
f−t ]

DA|K[−∂tt]f · [ 1
f−t ]

.

In characteristic p > 0, we consider the eigenvalues of a sequence of operators that
are closely related to −∂tt.

Definition 6.1. Consider DA[t]|K as a graded ring, with grading induced by giving
each xi degree zero, and t degree 1. We set [DA[t]|K]0 to be the subring of homoge-
neous elements of degree zero, and [DA[t]|K]≥0 to be the subring spanned by elements
of nonnegative degree.

We note that [DA[t]|K]≥0 is also characterized by the V -filtration as V 0
(t)DA[t]|K.

Lemma 6.2. [DA[t]|K]0 = DA|K[s0, s1, . . . ], where se = −∂
pe

t

pe! t
pe . In this ring, the

operators si commute with one another and elements of DA|K, and spi = si for each i.

Proof. We omit the proof that these elements generate. It is clear that each si
commutes with elements of DA|K. For an element f(t) =

∑
j ajt

j ∈ A[t], with aj ∈ A,
using Lucas’ Lemma, we compute

sif(t) =
∑
j

−
(
j + pi

pi

)
ajt

j =
∑
j

−([j]i + 1)ajtj ,

where [j]i is the ith digit in the base p expansion of j; our convention that the unit
digit is the 0th digit. The other claims follow from this computation. �

We can interpret the computation in the previous lemma as saying that the
αi-eigenspace of si on A[t] is spanned by the homogeneous elements such that
the ith base p digit of the degree is αi − 1. By way of terminology, we say that
the (α0, α1, α2, . . . )-multieigenspace of (s0, s1, s2, . . . ) is the intersection of the αi-
eigenspace of si for all i. Then, the (α0, α1, α2, . . . )-multieigenspace of (s0, s1, s2, . . . )
on A[t] is the collection of homogeneous elements of degree

∑
i(αi − 1)pi for a tuple

with αi = 0 for i � 0. This motivates the idea that a “Bernstein-Sato root” in
positive characteristic should be determined by a multieigenvalue of the action of
(s0, s1, s2, . . . ) on [ 1

f−t ] in

[DA[t]|K]≥0 · [ 1
f−t ]

[DA[t]|K]≥0f · [ 1
f−t ]

.

Based on this motivation, we give two closely related notions of Bernstein-Sato
roots appearing in the literature.
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6.1. Bernstein-Sato roots: p-adic version. The first definition of Bernstein-
Sato roots that we present follows the treatment of Bitoun [Bit18]. To each element
α = (α0, α1, α2, . . . ) ∈ FN

p we associate the p-adic integer I(α) = α0 + pα1 + p2α2 +
· · · .

Theorem 6.3 ([Bit18]). For any f ∈ A, the module

[DA[t]|K]≥0 · [ 1
f−t ]

[DA[t]|K]≥0f · [ 1
f−t ]

decomposes as a finite direct sum of multieigenspaces of (s0, s1, s2, . . . ). The image
of each multieigenvalue under I is negative, rational, and at least negative one.
Moreover, the map I induces a bijection between multieigenvalues and the set of
negatives of the F -jumping numbers in the interval (0, 1] with denominator not
divisible by p.

In this context, we consider the image of the multieigenvaues under the map
I as the set of Bernstein-Sato roots of f . Moreover, Bitoun constructs a notion
of a Bernstein-Sato polynomial as an ideal in a certain ring; however, this yields
equivalent information to the set of Bernstein-Sato roots just defined.

Example 6.4 ([Bit18]). (i) Let f = x2
1 + · · ·+ x2

n, with n ≥ 2, and p > 2. Then
the set of Bernstein-Sato roots of f is {−1}. Contrast this with the situation
in characteristic zero, where −n/2 is also a root.

(ii) Let f = x2 + y3, and p > 3. If p ≡ 1 mod 3, then the set of Bernstein-Sato
roots is {−1,−5/6}, and if p ≡ 2 mod 3, then the set of Bernstein-Sato roots is
{−1}.

6.2. Bernstein-Sato roots: base p expansion version. The second definition of
Bernstein-Sato roots that we present is historically the first, following the treatment
of Mustaţă. To each element α = (α0, α1, α2, . . . , αe) ∈ Fe+1

p we associate the real
number E(α) = 1

pe+1α0 + 1
peα1 + · · ·+ 1

pαe.

Theorem 6.5 ([Mus09]). For α ∈ Fe+1
p , we have that α is a multieigenvalue of

[D(e)
A[t]|K]≥0 · [ 1

f−t ]

[D(e)
A[t]|K]≥0f · [ 1

f−t ]

if and only if there is an F -jumping number of f contained in the interval (E(α), E(α)+
1/pe+1].

For each level e, one then obtains a set of Bernstein-Sato roots, given as the
image of the multieigenvalues under the map E.

Relative versions of the above result, for an element in a unit F -module, were
considered by Stadnik [Sta14] and Blickle and Stäbler [BS16].

6.3. Nonprincipal case. Both of the approaches above were extended to the
nonprincipal case by Quinlan-Gallego [QG20b]. To state these generalizations, for
an n-generated ideal a = (f1, . . . , fn), we consider the following.
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Definition 6.6. Consider DA[t1,...,tn]|K as a graded ring, with grading induced by
giving each xi degree zero, and each ti degree one. We set [DA[t1,...,tn]|K]≥0 to be
the subring spanned by homogeneous elements of nonnegative degree. We also set

se = −
∑

a1+···+an=pe

∂a1
1
a1! · · ·

∂ann
an! t

a1
1 · · · tann .

Theorems 6.3 and 6.5 have analogues in this setting; we state the former here
and refer the reader to [QG20b] for the latter.

Theorem 6.7. Let a = (f1, . . . , fn), and let

η =
[

1
(f1 − t1) · · · (fn − tn)

]
∈ Hn

(f1−t1,...,fn−tn)(A[t1, . . . , tn]).

Then, the module
[DA[t1,...,tn]|K]≥0 · η
[DA[t1,...,tn]|K]≥0a · η

decomposes as a finite direct sum of multieigenspaces of (s0, s1, s2, . . . ). The image
of each multieigenvalue under the map I from Subsection 6.1 is rational and negative.
Moreover, there is an equality of cosets in Q/Z:
{I(α) | α is a multieigenvalue of (s0, s1, s2, . . . )}+ Z =
{negatives of F -jumping numbers of a with denominator not a multiple of p}+ Z.

In this setting, we consider the image of the set of multieigenvalues under the
map I as the set of Bernstein-Sato roots of a.

Example 6.8 ([QG20a]). Let a = (x2, y3). Then, for p = 2, the set of Bernstein-
Sato roots is {−4/3,−5/3,−2}. For p = 3, the set of roots is {−3/2,−2}. For p� 0,
by [QG20a, Theorem 3.1], the set of roots is {−5/6,−7/6,−4/3,−3/2,−5/3,−2}.

The connection between Bernstein-Sato roots and F -jumping numbers largely
stems from the following proposition, and the fact that CeAa = CeAb if and only
D

(e)
A a = D

(e)
A b.

Proposition 6.9 ([Mus09, Section 6],[QG20b, Theorem 3.11]). The multieigenspace
cooresponding to (α0, α1, α2, . . . , αe−1) of (s0, s1, s2, . . . , se−1) acting on

[D(e)
A[t1,...,tn]|K]≥0 · η

[D(e)
A[t1,...,tn]|K]≥0a · η

decomposes as the direct sum of the modules

D
(e)
A · aI(α)+spe

D
(e)
A · aI(α)+spe+1

s = 0, 1, . . . , n− 1.

7. An extension to singular rings

We now consider the notion of Bernstein-Sato polynomial in rings of characteristic
zero that may be singular. Throughout this section, K is a field of characteristic
zero, and R is a K-algebra.

As in Section 3, the definition is as follows:
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Definition 7.1. A Bernstein-Sato functional equation for an element f in R is an
equation of the form

δ(s)fs+1 = b(s)fs for all s ∈ N,

where δ(s) ∈ DR|K[s] is a polynomial differential operator, and b(s) ∈ K[s] is a
polynomial. We say that such a functional equation is nonzero if b(s) is nonzero;
this implies that δ(s) is nonzero as well.

If there exists a nonzero functional equation for f , we say that f admits a
Bernstein-Sato polynomial, and the Bernstein-Sato polynomial of f is the minimal
monic generator of the ideal
{b(s) ∈ K[s] | ∃δ(s) ∈ DR|K[s] such that δ(s)fs+1 = b(s)fs for all s ∈ N} ⊆ K[s].

We denote this as bf (s), or as bRf (s) if we need to keep track of the ring in which we
are considering f as an element.

If every element of R admits a Bernstein-Sato polynomial, we say that R has
Bernstein-Sato polynomials.

The set specified above is an ideal of K[s] for the same reason as in Section 3.
The proof of existence of Bernstein-Sato polynomials uses the hypothesis that

R is regular crucially in multiple steps; thus, a priori Bernstein-Sato polynomials
may or may not exist in singular rings. Before we consider examples, we want to
consider the functional equation as a formal equality in a D-module.

Theorem 7.2 ([ÀHJ+19]). There exists a unique (up to isomorphism) DRf |K[s]-
module, Rf [s]fs, that is a free as an Rf [s]-module, and that is equipped with maps
θn : Rf [s]fs → Rf , such that πn(δ(s)) · θn(a(s)fs) = θn(δ(s) · a(s)fs) for all n ∈ N.
An element a(s)fs is zero in Rf [s]fs if and only if θn(a(s)fs) = 0 for infinitely
many (if and only if all) n ∈ N.

Remark 7.3. From this theorem, we see that the following are equivalent, as in
the regular case:

(i) δ(s)ffs = b(s)fs in Rf [s]fs;
(ii) δ(s)fs+1 = b(s)fs for all s ∈ N;
(iii) δ(s+ t)f t+1fs = b(s)f tfs in Rf [s]fs for some/all t ∈ Z.

We note also that Proposition 3.13 holds in this setting, by the same argument.

7.1. Nonexistence of Bernstein-Sato polynomials. In this subsection, we give
some examples of rings with elements that do not admit Bernstein-Sato polynomials.
This is based on a necessary condition on the roots that utilizes the following
definition.

Definition 7.4. A D-ideal of R is an ideal a ⊆ R such that DR|K(a) = a.

As R ⊆ DR|K, we always have a ⊆ DR|K(a), so the nontrivial condition in the
definition above is DR|K(I) ⊆ I. We always have that 0 and R are D-ideals. Sums,
intersections, and minimal primary components of D-ideals (when R is Noetherian)
are also D-ideals [Tra99, Proposition 4.1]. When R is a polynomial ring, the only
D-ideals are 0 and R; in other rings, there may be more. We make a simple
observation.
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Lemma 7.5. Let f ∈ R, and let a ⊆ R be a D-ideal. Let δ(s)fs+1 = b(s)fs be a
functional equation for f . If fn+1 ∈ a and fn /∈ a, then b(n) = 0. In particular, if
f admits a Bernstein-Sato polynomial bf (s), then bf (n) = 0.

Proof. After specializing the functional equation, we have δ(n)fn+1 = bf (n)fn.
Since δ(n)fn+1 ∈ a, we must have bf (n)fn ∈ a, which implies bf (n) = 0. �

From the previous lemma, we obtain the following result.

Proposition 7.6. Let R be a reduced N-graded K-algebra. If DR|K lives in nonneg-
ative degrees, then no element f ∈ [R]>0 admits a Bernstein-Sato polynomial.

Proof. Let δ(s)fs+1 = b(s)fs be a functional equation for f . Suppose f ∈ [R]w r
[R]w−1. Since DR|K has no elements of negative degree, [R]≥w(n+1) is a D-ideal for
each n ∈ N, and fn+1 ∈ [R]≥w(n+1), while fn /∈ [R]≥w(n+1). Thus, b(n) = 0 for all
n, so b(s) ≡ 0. Thus, f does not admit a Bernstein-Sato polynomial. �

Large classes of rings with no differential operators of negative degree are known.
In particular, we have the following.

Theorem 7.7 ([BJNnB19, Corollary 4.49],[Hsi15],[Mal]). Let K be an algebraically
closed field of characteristic zero and let R be a standard-graded normal K-domain
with an isolated singularity and that is a Gorenstein ring. If R has differential
operators of negative degree, then R has log-terminal and rational singularities.

In particular, if R is a hypersurface, and R has differential operators of negative
degree, then the degree of R is less than the dimension of R.

Mallory recently showed that the hypothesis of log-terminal singularities is not
sufficient.

Theorem 7.8 ([Mal]). Let K be an algebraically closed field of characteristic zero.
There are no differential operators of negative degree on the log-terminal hypersurface
R = K[x1, x2, x3, x4]/(x3

1 + x3
2 + x3

3 + x3
4).

Corollary 7.9. For R as in Theorems 7.7 and 7.8, no element of [R]≥1 admits a
Bernstein-Sato polynomial.

7.2. Existence of Bernstein-Sato polynomials. While some rings do not admit
Bernstein-Sato polynomials, large classes of singular rings do.

Definition 7.10. Let R,S be two rings. We say that R is a direct summand of S
if R ⊆ S, and there is an R-module homomorphism β : S → R such that β|R is the
identity on R.

A major source of direct summands comes from invariant theory: if G is a linearly
reductive group acting on a polynomial ring B, then R = BG is a direct summand
of B. In particular, direct summands of polynomial rings include:

(i) invariants of finite groups (including the simple singularities An, Dn, En),
(ii) normal toric rings,
(iii) determinantal rings, and
(iv) coordinate rings of Grassmannians.
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We note that a ring R may be a direct summand of a polynomial ring in different
ways; i.e., as different subrings of polynomial rings. For example, the A1 singularity
R = C[a, b, c]/(c2 − ab) embeds as a direct summand of B = C[x, y] by the maps

φ1 : R→ B φ1(a) = x2, φ1(b) = y2, φ1(c) = xy, and
φ2 : R→ B φ2(a) = x4, φ2(b) = y4, φ2(c) = x2y2; likewise
φ3 : R→ B[z] φ3(a) = x2, φ3(b) = y2, φ3(c) = xy splits.

We note also that if R is a direct summand of a polynomial ring, there may be other
embeddings of R into a polynomial ring that are not split. E.g., for R and B as
above,

φ4 : R→ B φ4(a) = x, φ4(b) = xy2, φ4(c) = xy

is injective, but no splitting map β|R exists.

Definition 7.11 ([BJNnB19, ÀHJ+19]). Let R,S be two rings. We say that R is
a differentially extensible direct summand of S if R is a direct summand of S, and
for every differential operator δ ∈ DR|K, there is some δ̃ ∈ DS|K such that δ̃|R = δ.

This notion is implicit in a number of papers on differential operators, e.g., [Kan77,
LS89, Mus87, Sch95]. Differentially extensible direct summands of polynomial rings
include

(i) invariants of finite groups (including the simple singularities An, Dn, En),
(ii) normal toric rings,
(iii) determinantal rings, and
(iv) coordinate rings of Grassmannians of lines Gr(2, n).

As with the direct summand property, a ring may be a differentially extensible
direct summand of a polynomial ring by some embedding, but fail this property for
another embedding into a polynomial ring. For the example considered above, R is
a differentially extensible direct summand of B via φ1 and φ3, but not φ2 or φ4.

Theorem 7.12 ([ÀHNB17, BJNnB19]). Let R be a direct summand of a differen-
tiably admissible algebra B over a field K of characteristic zero. Then every element
f ∈ R admits a Bernstein-Sato polynomial bRf (s), and bRf (s) | bBf (s).

If, in addition, R is a differentially extensible direct summand of B, then bRf (s) =
bBf (s) for all f ∈ R.

Proof. Let β : B → R be the splitting map. The key point is that for δ ∈ DB|K, the
map β ◦δ|R is a differential operator onR; this is left as an exercise using the inductive
definition, or see [Smi95]. Thus, given a functional equation ∀s ∈ N, δ(s)fs+1 =
b(s)fs for f in B, we have ∀s ∈ N, β ◦ δ(s)|R fs+1 = β(b(s)fs) = b(s)fs in R. This
implies that f admits a Bernstein-Sato polynomial in R, and that bRf (s) | bBf (s).

If R is a differentially extensible direct summand of B, then for any functional
equation ∀s ∈ N, δ(s)fs+1 = b(s)fs for f in R, we can take an extension δ̃(s) by
extending each si-coefficient, and we then have ∀s ∈ N, δ̃(s)fs+1 = b(s)fs in B.
Thus, bBf (s) | bRf (s), so equality holds. �

Note that for direct summands of polynomial rings, all roots of the Bernstein-Sato
polynomial are negative and rational, as in the regular case.
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We end this section with two examples of Bernstein-Sato polynomials in rings
that are not direct summands of polynomial rings.

Example 7.13 ([ÀHJ+19]). Let R = C[x, y]/(xy), and f = x. The operator x∂2
x

is a differential operator on R [Tri97], and it yields a functional equation
x∂2

x x
s+1 = s(s+ 1)xs.

Thus, bRf (s) exists, and divides s(s + 1). In fact, we have bRf (s) = s(s + 1). The
ideal (x) is a minimal primary component of (0), hence a D-ideal. By Lemma 7.5,
s = 0 is a root; s = −1 is also a root since x is not a unit.

Example 7.14 ([ÀHJ+19]). Let R = C[t2, t3] ∼=
C[x, y]

(x3 − y2) and f = t2. Consider

the differential operator of order two
δ = (t∂t − 1) ◦ ∂2

t ◦ (t∂t − 1)−1,

where (t∂xt− 1)−1 is the inverse function of t∂t − 1 on R. The equation
δ • t2(`+1) = (2`+ 2)(2`− 1)t2`

holds for every ` ∈ N. Then, the functional equation
δ • t2(t2)s = (2s+ 2)(2s− 1)(t2)s

holds in Rt2 [s](t2)s. Thus, bTt2(s) divides (s− 1
2 )(s+ 1).

We now see that the equality holds. We already know that s = −1 is a root
of bRt2(s), because 1

t2 6∈ R. Every differential operator of degree −2 on R can be
written as (t∂t − 1) ◦ ∂2

t ◦ γ ◦ (t∂t − 1)−1 for some γ ∈ C[t∂t] [Smi81, SS88]. Since
Rt2 [s](t2)s is a graded module we can decompose the functional equation as a sum
of homogeneous pieces. Using previous description of such operators, it follows that
s = 1

2 must be a root of bRt2(s).

7.3. Differentiable direct summands.

Definition 7.15 ([ÀHNB17, Definition 3.2]). Let R ⊆ B be an inclusion of K-
algebras with R-linear splitting β : B → R. Recall that, for ζ ∈ Dn

B|K, the map
β ◦ ζ|R : R→ R is an element of Dn

R|K. By abuse of notation, for δ ∈ DB|K, we write
β ◦ δ|R for the element of DR|K obtained from δ by applying β ◦ −|R.

We say that a DR|K-module M is a differential direct summand of a DB|K-module
N if M ⊆ N and there exists an R-linear splitting Θ: N →M , called a differential
splitting, such that

Θ(δ • v) = (β ◦ δ|R) • v
for every δ ∈ DB|K and v ∈M , where the action on the left-hand side is the DB|K-
action, considering v as an element of N , and the action on the right-hand side is
the DR|K-action.

A key property for differential direct summands is that one can deduce finite
length.

Theorem 7.16 ([ÀHNB17, Proposition 3.4]). Let R ⊆ B be K-algebras such that
R is a direct summand of B. Let M be a DR|K-module and N be a DB|K-module
such that M is a differential direct summand of N . Then,

lengthDR|K(M) ≤ lengthDB|K(N).
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In particular, if lengthDB|K(N) is finite, then lengthDR|K(M) is also finite.

Definition 7.17 ([ÀHNB17, Definition 3.5]). Let R ⊆ B be K-algebras such that
R is a direct summand of B. Fix DR|K[

¯
s]-modules M1 and M2 that are differential

direct summands of DB|K[
¯
s]-modules N1 and N2, respectively, with differential

splittings Θ1 : N1 → M1 and Θ2 : N2 → M2. We call φ : N1 → N2 a morphism
of differential direct summands if φ ∈ HomDB|K[

¯
s](N1, N2), φ(M1) ⊆ M2, φ|M1 ∈

HomDR|K[
¯
s](M1,M2), and the following diagram commutes:

M1

φ|M1
��

⊆ // N1

φ

��

Θ1 // M1

φ|M1
��

M2
⊆ // N2

Θ2 // M2

For simplicity of notation, we often write φ instead of φ|M1 .

Further, a complex M• of DR|K[
¯
s]-modules is called a differential direct summand

of a complex N• of DB|K[
¯
s]-modules if each Mi is a differential direct summand of

Ni, and each differential is a morphism of differential direct summands.

Remark 7.18. Let R ⊆ B be K-algebras such that R is a direct summand of B. It
is known that the property of being a differential direct summand is preserved under
localization at elements of R. In addition, it is preserved under taking kernels and
cokernels of morphisms of differential direct summands [ÀHNB17, Proposition 3.6,
Lemma 3.7].

We now present several examples of differentiable direct summands built from
the previous remark.

Example 7.19. Let R ⊆ B be K-algebras such that R is a direct summand of B

(i) For every f ∈ Rr {0}, Rf is a differentiable direct summand of Bf .
(ii) For every ideal a ⊆ R, Hi

a(R) is a differentiable direct summand of Hi
a(B).

(iii) For every sequence of ideals a1, . . . , a` ⊆ R, Hi
a1
· · ·Hi

a`
(R) is a differentiable

direct summand of Hi
a1
· · ·Hi

a`
(B).

We end this subsection showing that Rf [s]fs is a differentiable direct summand
of Rf [s]fs. This gives a more complete approach to prove the existence of the
Bernstein-Sato polynomial.

Theorem 7.20. Let R ⊆ B be K-algebras such that R is a direct summand of B,
and f ∈ Rr {0}. Then, Rf [s]fs is a differentiable direct summand of Rf [s]fs. In
particular, if B is a differentiably admissible K-algebra, then MR[fs]⊗K K(s) has
finite length as DR(s)|K(s)-module, and so, there exists a functional equation

δ(s)ffs = b(s)fs,

where δ(s) ∈ DR|K and b(s) ∈ K[s] r {0}.

8. Local cohomology

In this section we discuss some properties of local cohomology modules for regular
rings that follow from the existence of the Bernstein-Sato polynomial.
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Proposition 8.1. Let K be a field of characteristic zero, R be a K-algebra, and
f ∈ R be a nonzero element. If R has Bernstein-Sato polynomials, then, Rf is a
finitely generated DR|K-module. In particular, if bRf (s) has no integral root less than

or equal to −n, then Rf = DR|K ·
1

fn−1 .

Proof. After specializing the functional equation, we have

δ(−t) 1
f t−1 = bRf (−t) 1

f t

for all t ≥ n, with each bRf (−t) 6= 0. We conclude that each power of f , and hence
all of Rf , is in DR|K · 1

fn−1 . �

In fact, a converse to this theorem is true.

Proposition 8.2 ([Wal05, Proposition 1.3]). Let K be a field of characteristic zero,
R be a K-algebra, and f ∈ R have a Bernstein-Sato polynomial. If −n is the smallest
integral root of bf (s), then 1

fn
/∈ DR|K ·

1
fn−1 ⊆ Rf .

We give a proof of this proposition here, since it appears in the literature only in
the regular case.

Lemma 8.3 ([Kas77, Proposition 6.2]). If −n is the smallest integral root of bf (s),
then

(s+ n+ j)DR|K[s]fs ∩DR|K[s]f jfs = (s+ n+ j)DR|K[s]fs for all j > 0.

Proof. We proceed by induction on j.

Since bf (s) is the minimal polynomial of the action of s on
DR|K[s]fs

DR|K[s]ffs and

−n− j is not a root of bf (s) for j ≥ 1, the map

DR|K[s]fs

DR|K[s]ffs

s+n+j−−−−→
DR|K[s]fs

DR|K[s]ffs

is an isomorphism. Thus, (s+n+j)DR|K[s]fs∩DR|K[s]ffs = (s+n+j)DR|K[s]ffs.
In particular, for j = 1, this covers the base case.

Let Σ : DR|K[s]fs → DR|K[s]fs be the map given by the rule Σ(δ(s)fs) =
δ(s+ 1)ffs. Using the induction hypothesis, for j ≥ 2 we compute

(s+ n+ j)DR|K[s]fs ∩DR|K[s]f jfs ⊆ (s+ n+ j)DR|K[s]ffs ∩DR|K[s]f jfs

= Σ((s+ n+ j − 1)DR|K[s]fs ∩DR|K[s]f j−1fs)
= Σ((s+ n+ j − 1)DR|K[s]f j−1fs)
= (s+ n+ j)DR|K[s]f jfs. �

Lemma 8.4 ([Kas77, Proposition 6.2]). If −n is the smallest integral root of bf (s),
then

AnnD(f−n) = DR|K ∩ (AnnD[s](fs) +DR|K[s](s+ n)).
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Proof. Let δ ∈ AnnD(f−n). Write δfs = f−mg(s)fs, with g(s) ∈ R[s]. In fact, we
can take m to be the order of δ. Then g(−n) = 0. By Remark ??,

δ · fmfs = g(s+m)fs.

Set h(s) = g(s+m). We then have that h(−n−m) = g(−n) = 0, so (s+ n+m)|h(s).
Thus, δ · fmfs ∈ (s+m+ n)DR|K[s]fs, and δ · fmfs ∈ DR|K[s]fmfs by definition.
By the previous lemma, we obtain that δ · fmfs ∈ (s+m+ n)DR|K[s]fmfs. We
can then write δ · fmfs = (s+m+ n)h′(s)fs for some h′(s) ∈ R[s]. By Remark ??,
we have that δ · fs = (s+ n)h′(s−m)fs. Thus, we can write δ as a sum of a mul-
tiple of (s+ n) and an element in the annihilator of fs. �

Proof of Proposition 8.2. Suppose that 1
fn
∈DR|K

1
fn−1 . Then we can writeDR|K =

DR|Kf + AnnD( 1
fn ). From the previous lemma, we have that

AnnD( 1
fn

) = DR|K ∩ (AnnD[s](fs) +DR|K[s](s+ n)).

Then,
1 ∈ DR|Kf + AnnD[s](fs) +DR|K[s](s+ n).

Multiplying by bf (s)
s+n , we get

bf (s)
s+ n

∈ AnnD[s](fs) +DR|Kf +DR|K[s] bf (s).

Since bf (s) ∈ DR|Kf + AnnD[s](fs), using Remark 7.3 we have

bf (s)
s+ n

DR|K[s] ∈ AnnD[s](fs) +DR|K[s]f,

which contradicts that bf (s) is the minimal polynomial in s contained in AnnD[s](fs)+
DR|K[s]f . �

Remark 8.5. Proposition 8.2 extends to the setting of the DR|K-modules DR|Kf
α

for α ∈ Q discussed in Remark 3.14. Namely, if α ∈ Q is such that bf (α) = 0 and
bf (α − i) 6= 0 for all integers i > 0, then fα /∈ DR|K · fα+1 in the DR|K-module
Rff

α.
It is not true in general that bf (α) = 0 implies fα /∈ DR|K · fα+1, even in the

regular case: an example is given by Saito [Sai15]. However, this implication
does hold when R = A is a polynomial ring, and f is quasihomogeneous with an
isolated singularity [BS18]. We are not aware of an example where bf (n) = 0 and
fn ∈ DR|K · fn+1 for an integer n.

We also relate existence of Bernstein-Sato polynomials to finiteness properties of
local cohomology.

Theorem 8.6. Let K be a field of characteristic zero, R be a K-algebra, and f ∈ R
be a nonzero element. Suppose that R has Bernstein-Sato polynomials and DR|K is a
Noetherian ring. Then, Hi

a(R) is a finitely generated DR|K-module, and AssR(Hi
a(R))

is finite for every ideal a ⊆ R.
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Proof. Let F = f1, . . . , f` be a set of generators for a. We have that the Čech
complex asociated to F is a complex of finitely generated DR|K-modules. Since
DR|K is Noetherian, the Čech complex is a complex of Noetherian DR|K-modules.
Then, the cohomology of this complex is also a Noetherian DR|K-module.

It suffices to show that a NoetherianDR|K-module, N , has a finite set of associated
primes. We build inductively a sequence of DR|K-submodules Ni ⊆ N as follows.
We set N0 = 0. Given Nt, we pick a maximal element pt ∈ AssR(N/Nt). This
is possible if and only if AssR(N/Nt) 6= ∅. We set Ñt+1 = H0

p(N/Nt), which is
nonzero, and Nt+1 the preimage of Ñt+1 in N under the quotient map. We have
that AssR(Ñt+1) = {p}, and so, AssR(Nt+1) = {p} ∪AssR(Nt). We note that this
sequence cannot be infinite, because N is Noetherian. Then, the sequence stops, and
there is a k ∈ N such that Nk = N . We conclude that AssR(N) ⊆ {p1, . . . , pk}. �

9. Complex zeta functions

The foundational work of Bernstein [Ber71, Ber72] where he developed the theory
of D-modules and proved the existence of Bernstein-Sato polynomials was motivated
by a question of I. M. Gel’fand [Gel57] at the 1954 edition of the International
Congress of Mathematicians regarding the analytic continuation of the complex zeta
function. Bernstein’s work relates the poles of the complex zeta function to the
roots of the Bernstein-Sato polynomials. Previously, Bernstein and S. I. Gel’fand
[BG69] and independently Atiyah [Ati70], gave a different approach to the same
question using resolution of singularities.

Throughout this section we consider A = C[x1, . . . , xd] and the corresponding ring
of differential operators DA|C. Given a differential operator δ(s) =

∑
α aα(x, s)∂α ∈

DA|C[s], which is polynomial in s, we denote the conjugate and the adjoint of δ(s)
as

δ̄(s) :=
∑
α

aα(x̄, s̄)∂α, δ∗(s) :=
∑
α

(−1)|α|∂αaα(x, s),

where we are using the multidegree notation ∂α := ∂α1
1 · · · ∂

αd
d and ∂α := ∂

α1
1 · · · ∂

αd
d

with ∂i = d
dxi

.

Let f(x) ∈ A be a non-constant polynomial and let ϕ(x) ∈ C∞c (Cd) be a test
function: an infinitely many times differentiable function with compact support.
We define the parametric distribution fs : C∞c (Cd) −→ C by means of the integral

(9.1) 〈fs, ϕ〉 :=
∫

Cd
|f(x)|2sϕ(x, x̄)dxdx̄,

which is well-defined analytic function for any s ∈ C with Re(s) > 0. We point
out that test functions have holomorphic and antiholomorphic part so we use the
notation ϕ = ϕ(x, x̄). We refer to fs or 〈fs, ϕ〉 as the complex zeta function of f .

The approach given by Bernstein in order to solve I. M. Gel’fand’s question uses
the Bernstein-Sato polynomial and integration by parts as follows:

〈fs, ϕ〉 =
∫

Cd
ϕ(x, x̄)|f(x)|2sdxdx̄
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= 1
b2f (s)

∫
Cd
ϕ(x, x̄)

[
δ(s) · fs+1(x)

][
δ̄(s) · fs+1(x̄)

]
dxdx̄

= 1
b2f (s)

∫
Cd
δ̄∗δ∗(s)

(
ϕ(x, x̄)

)
|f(x)|2(s+1)dxdx̄

= 〈f
s+1, δ̄∗δ∗(s)(ϕ)〉

b2f (s) .

Thus we get an analytic function whenever Re(s) > −1, except for possible poles at
b−1
f (0), and it is equal to 〈fs, ϕ〉 in Re(s) > 0. Iterating the process we get

〈fs, ϕ〉 = 〈f
s+`+1, δ̄∗δ∗(s+ `) · · · δ̄∗δ∗(s)(ϕ)〉

b2f (s) · · · b2f (s+ `) , Re(s) > −`− 1,

In particular we have the following relation between the poles of the complex
zeta function and the roots of the Bernstein-Sato polynomial.

Theorem 9.1. The complex zeta function fs admits a meromorphic continuation
to C and the set of poles is included in {λ− ` | bf (λ) = 0 and ` ∈ Z≥0}.

Both sets are equal for reduced plane curves and isolated quasi-homogeneous
singularities by work of Loeser [Loe85].

On the other hand, the approach given by Bernstein and S. I. Gel’fand, and
independently Atiyah uses resolution of singularities in order to reduce the problem
to the monomial case, which was already solved by Gel’fand and Shilov [GS64]. Let
π : X ′ → Cn be a log-resolution of f ∈ A and

Fπ :=
r∑
i=1

NiEi +
s∑
j=1

N ′jSj and Kπ :=
r∑
i=1

kiEi

be the total transform and the relative canonical divisors.

The analytic continuation problem is attacked in this case using a change of
variables.

〈fs, ϕ〉 =
∫

Cd
|f(x)|2sϕ(x, x̄)dxdx̄ =

∫
X′
|π∗f |2s(π∗ϕ)|dπ|2

where |dπ|2 = (π∗dx)(π∗dx) and dπ is the Jacobian determinant of π. In order to
describe the terms of the last integral we consider a finite affine open cover {Uα}α∈Λ
of E ⊆ X ′ such that Supp(ϕ) ⊆ π(∪αUα). Consider a set of local coordinates
z1, . . . , zd in a given Uα. Then we have

π∗f = uα(z)zN1,α
1 · · · zNd,αd , |dπ|2 = |vα(z)|2|z1|2k1,α · · · |zd|kd,αdzdz

where uα(z) and vα(z) are units and Ni,α may denote both the multiplicities of
the exceptional divisors or of the strict transform. Take {ηα} a partition of unity
subordinated to the cover {Uα}α∈Λ. That is, ηα ∈ C∞(Cd),

∑
α ηα ≡ 1, with only

finitely many ηα being nonzero at a point of X ′ and Supp(ηα) ⊆ Uα. Therefore

〈fs, ϕ〉 =
∫
X′
|π∗f |2s(π∗ϕ)(π∗dx)(π∗dx)

=
∑
α∈Λ

∫
Uα

|z1|2(N1,αs+k1,α) · · · |zd|2(Nd,αs+kd,α)|uα(z)|2s|vα(z)|2ϕα(z, z̄)dzdz̄,
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where ϕα := ηαπ
∗ϕ for each α ∈ Λ. Notice that π−1(Supp(ϕ)) is a compact set

because π is a proper morphism.

Once we reduced the problem to the monomial case, we can use the work of
Gel’fand and Shilov [GS64] on regularization to generate a set of candidate poles
of fs.

Theorem 9.2. The complex zeta function fs admits a meromorphic continuation
to C and the set of poles is included in{

−ki + 1 + `

Ni
| ` ∈ Z≥0

}
∪

{
−`+ 1

N ′j
| ` ∈ Z≥0

}
.

Combining Theorem 9.1 and Theorem 9.2 we get a
The fundamental result of Kashiwara [Kas77] and Malgrange [Mal75] on the

rationality of the roots of the Bernstein-Sato mentioned in Theorem 3.37 was refined
later on by Lichtin [Lic89]. He provides the same set of candidates for the roots of
the Bernstein-Sato polynomial in terms of the numerical data of the log-resolution
of f .

Theorem 9.3 ([Lic89]). Let f ∈ A be a polynomial. Then, the roots of the Bernstein-
Sato polynomial of f are included in the set{

−ki + 1 + `

Ni
| ` ∈ Z≥0

}
∪

{
−`+ 1

N ′j
| ` ∈ Z≥0

}
.

In particular, the roots of the Bernstein-Sato polynomial of f are negative rational
numbers.

This result has recently been extended by Dirks and Mustaţă [DM20].
We also have a bound for the roots given by Saito [Sai94] in terms of the log-

canonical threshold of f ,

lct(f) := min
i,j

{
ki + 1
Ni

,
1
N ′j

}
.

Theorem 9.4 ([Sai94]). Let f ∈ A be a polynomial. Then, the roots of the Bernstein-
Sato polynomial of f are contained in the interval [−d+ lct(f),−lct(f)].

In general the set of candidates that we have for the poles of the complex zeta
function or the roots of the Bernstein-Sato polynomial is too big. In order to
separate the wheat from the chaff we consider the notion of contributing divisors.

Definition 9.5. We say that a divisor Ei or Sj contributes to a pole λ of the
complex zeta function fs or to a root λ of the Bernstein-Sato polynomial of f , if we
have λ = −ki+1+`

Ni
or λ = − `+1

N ′
j
for some ` ∈ Z≥0.

It is an open question to determine the contributing divisors (see [Kol97]). Also
we point out that, in general, the divisors contributing to poles are different from
the divisors contributing to roots. This is not the case for reduced plane curves and
isolated quasi-homogeneous singularities by work of Loeser [Loe85, Theorem 1.9].
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In the case of reduced plane curves, Blanco [Bla19a] determined the contributing
divisors.

Although we have a set of candidate poles of the complex zeta function one
has to ensure that a candidate is indeed a pole by checking the corresponding
residue. This can be quite challenging and was already posed as a question by
I. M. Gel’fand [Gel57]. In the case of plane curves we have a complete description
given by Blanco [Bla19a]. Moreover, it is not straightforward to relate poles of the
complex zeta function to roots of the Bernstein-Sato polynomial. We have that a
pole λ ∈ [−d+ lct(f),−lct(f)] such that λ+ ` is not a root of bf (s) for all ` ∈ Z>0
is a root of bf (s) but this is not enough to recover all the roots of the Bernstein-Sato
polynomial even if we know all the poles of the complex zeta function.

10. Multiplier ideals

Let f ∈ A = C[x1, . . . , xd] be a polynomial. As we mentioned in Section 2.3,
the family of multiplier ideals of f is an important object in birational geometry
that is described using a log-resolution of f and comes with a discrete set of
rational numbers, the jumping numbers, that are also related to the roots of the
Bernstein-Sato polynomial.

We start with an analytic approach to multiplier ideals that has its origin in
the work of Kohn [Koh79], Nadel [Nad90], and Siu [Siu01]. The idea behind the
construction is to measure the singularity of f at a point p ∈ Z(f) ⊆ Cd using the
convergence of certain integrals.

Definition 10.1. Let f ∈ A and p ∈ Z(f). Let Bε(p) be a closed ball of radius
ε and center p. The multiplier ideal of f at p associated with a rational number
λ ∈ Q>0 is

J (fλ)p =
{
g ∈ A

∣∣ ∃ ε� 1 such that
∫
Bε(p)

|g|2

|f |2λ
dxdx <∞

}
.

More generally we consider J (fλ) = ∩p∈Z(f)J (fλ)p.

Similarly to the case of the complex zeta function we may use a log-resolution
π : X ′ → Cd of f to reduce the above integral to a monomial case where we can
easily check its convergence.∫

Bε(p)

|g|2

|f |2λ
dxdx =

∫
π−1
(
Bε(p)

) |π∗g|2|π∗f |2λ
|dπ|2,

Consider a finite affine open cover {Uα}α∈Λ of π−1(Bε(p)) which is still a compact
set since π is proper. We have to check the convergence of the integral at each
Uα so let z1, . . . , zd be a set of local coordinates in such an open set. Taking local
equations for π∗f , π∗g we get

∫
Uα

|u(z) zL1,α
1 · · · zLd,αd |2

|zN1,α
1 · · · zNd,αd |2λ

|zk1,α
1 · · · zkd,αd |2dzdz
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=
∫
Uα

|u(z)| |z1|2(L1,α+k1,α−λN1,α) · · · |zd|2(Ld,α+kd,α−λNd,α)dzdz.

where u(z) is a unit. Using Fubini’s theorem we have that the integral converges if
and only if

Li + ki − λNi > −1, L′j − λN ′j > −1
for all i, j. Here we use that the total transform divisors of f and g are respectively

Fπ :=
r∑
i=1

NiEi +
s∑
j=1

N ′jSj , Gπ :=
r∑
i=1

LiEi +
t∑

j=1
L′jS

′
j

and the components of the strict transform of g must contain the components of f .
Equivalently, we require

Li ≥ −dki − λNie, L′j ≥ dλN ′je

so we are saying that π∗g is a section of OX′(dKπ − λFπe). This fact leads to the
algebraic geometry definition of multiplier ideals given in Definition 2.11 that we
refine to the local case.

Definition 10.2. Let π : X ′ → Cd be a log-resolution of f ∈ A and let Fπ be the
total transform divisor. The multiplier ideal of f at p ∈ Z(f) associated with a real
number λ ∈ R>0 is the stalk at p of

J (fλ) = π∗OX′ (dKπ − λFπe) .

We omit the reference to the point p if it is clear from the context. Recall that
the multiplier ideals form a discrete filtration

A % J (fλ1) % J (fλ2) % · · · % J (fλi)) % · · ·
and the λi where we have a strict inclusion of ideals are the jumping numbers of f
and λ1 = lct(f) is the log-canonical threshold.

There is a way to describe a set of candidate jumping numbers in a reasonable
time. However, contrary to the case of roots of the Bernstein-Sato polynomial, the
jumping numbers are not bounded. However they satisfy some periodicity given
by the following version of Skoda’s theorem, which for principal ideals reads as
J (fλ) = (f) · J (fλ−1) for all λ > 1.

Theorem 10.3. Let f ∈ A be a polynomial. Then, the jumping numbers of f are
included in the set{

ki + 1 + `

Ni
| ` ∈ Z≥0

}
∪

{
`+ 1
N ′j

| ` ∈ Z≥0

}
.

In particular, the jumping numbers of f form a discrete set of positive rational
numbers.

We see that we have the same set of candidates for the roots of the Bernstein-Sato
polynomial and the jumping numbers so it is natural to ask how these invariants
of singularities are related. The result that we are going to present is due to Ein,
Lazarsfeld, Smith, and Varolin [ELSV04]. A different proof of the same result
can be found in the work of Budur and Saito [BS05] that relies on the theory of
V -filtrations.
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Theorem 10.4 ([ELSV04, BS05]). Let λ ∈ (0, 1] be a jumping number of a polyno-
mial f ∈ A. Then −λ is a root of the Bernstein-Sato polynomial bf (s).

Proof. Let λ ∈ (0, 1] be a jumping number and take g ∈ J (fλ−ε) rJ (fλ) for ε > 0
small enough. Therefore |g(x)|2

|f(x)|2(λ−ε) is integrable but when we take the limit ε→ 0

we end up with |g(x)|2
|f(x)|2λ that is not integrable.

Consider Bernstein-Sato functional equation δ(s) · fs+1 = bf (s) · fs and its
application to the analytic continuation of the complex zeta function

b2f (s)
∫

Cd
ϕ(x, x̄)|f(x)|2sdxdx̄ =

∫
Cd
δ̄∗δ∗(s)

(
ϕ(x, x̄)

)
|f(x)|2(s+1)dxdx̄.

Notice that |g(x)|2ϕ(x, x̄) is still a test function so

b2f (s)
∫

Cd
|g|2ϕ(x, x̄)|f(x)|2sdxdx̄ =

∫
Cd
δ̄∗δ∗(s)

(
|g|2ϕ(x, x̄)

)
|f(x)|2(s+1)dxdx̄.

Now we take a test function ϕ which is zero outside the ball Bε(p) and identically
one on a smaller ball Bε′(p) ⊆ Bε(p) and thus we get

b2f (s)
∫
Bε′ (p)

|g|2|f(x)|2sdxdx̄ =
∫
Bε′ (p)

δ̄∗δ∗(s)
(
|g|2
)
|f(x)|2(s+1)dxdx̄.

Taking s = −(λ− ε) we get

b2f (−λ+ ε)
∫
Bε′ (p)

|g|2

|f(x)|2(λ−ε) dxdx̄ =
∫
Bε′ (p)

δ̄∗δ∗(−λ+ ε)
(
|g|2
)
|f(x)|2(1−λ+ε)dxdx̄

but the right-hand side is uniformly bounded for all ε > 0. Thus we have

b2f (−λ+ ε)
∫
Bε′ (p)

|g|2

|f(x)|2(λ−ε) dxdx̄ ≤M <∞

for some positive numberM that depends on g. Then, by the monotone convergence
theorem we have to have b2f (−λ) = 0. �

So far we have been dealing with the case of an hypersurface f ∈ A for the sake
of clarity but everything works just fine for any ideal a = 〈f1, . . . , fm〉 ⊆ A. The
analytical definition of multiplier ideal at a point p ∈ Z(a) associated with a rational
number λ ∈ Q>0 is

J (aλ)p =
{
g ∈ A

∣∣ ∃ ε� 1 such that
∫
Bε(p)

|g|2

(|f1|2 + · · ·+ |fm|2)λ dxdx <∞
}
.

and J (aλ) = ∩p∈Z(a)J (aλ)p. One can show that the ideal that we obtain is
independent of the set of generators of the ideal a.

For the algebraic geometry version we consider the stalk at p of the multiplier
ideal

J (aλ) = π∗OX′ (dKπ − λFπe) ,
given in Definition 2.11. The extension of Theorem 10.4 to this setting was proved
by Budur, Mustaţă, and Saito [BMS06b] using the theory of V -filtrations.

Theorem 10.5 ([BMS06b]). Let λ ∈ (lct(a), lct(a) + 1] be a jumping number of
a ⊆ A. Then −λ is a root of the Bernstein-Sato polynomial ba(s).
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Finally we want to mention that multiplier ideals can be characterized completely
in terms of relative Bernstein-Sato polynomials. Namely:

Theorem 10.6 ([BMS06b]). For all ideals a ⊆ A and all λ we have the equality
J (aλ) = {g ∈ A | γ > λ if ba,g(−γ) = 0}.

This theorem is due to Budur and Saito [BS05] in the case a is principal, and due
to Budur, Mustaţă, and Saito [BMS06b] as stated. The proofs rely on the theory of
mixed Hodge modules. Recent work of Dirks and Mustaţă [DM20] provides a proof
of this result that does not use the theory of mixed Hodge modules.

The analogues of Theorems 10.5 and 10.6 have been shown to hold for certain
singular rings.

To illustrate Theorem 10.6, we use this description of multiplier ideals to give a
quick proof of Skoda’s Theorem in the principal ideal case.

Proposition 10.7 (Skoda’s theorem for principal ideals). For all f ∈ Ar {0} and
all λ, we have J (fλ+1) = (f)J (fλ).

Proof. Let g ∈ J (fλ), so every root of bf,g(s) is less than −λ. Then, by Lemma 5.33,
every root of bf,fg(s) is less than −λ− 1, and hence fg ∈ J (fλ+1). This shows the
containment J (fλ+1) ⊇ (f)J (fλ).

Now, if g /∈ (f), then s = −1 is a root of bf,g(s) by Lemma 5.32. Thus,
J (fλ+1) ⊆ (f). In particular, we can write h ∈ J (fλ+1) as h = fg for g ∈ A;
since the largest root of bf,g(s) is one greater than the largest root of bf,h(s) by
Lemma 5.33, we have that h ∈ J (fλ), and the equality follows. �

Theorem 10.8 ([ÀHJ+19]). Let R be either a ring of invariants of an action of a
finite group on a polynomial ring, or an affine normal toric ring. Then, for every
ideal a ⊆ R, we have the log canonical threshold of a in R coincides with the smallest
root α of bRa (−s), and every jumping number of a in [α, α+ 1) is a root of bRa (−s).
Moreover,

JR(aλ) = {g ∈ R | γ > λ if bRa,g(−γ) = 0}.

The idea behind the proof of this theorem is based on reduction modulo p and
a positive characteristic analogue of the notion of differentially extensibility direct
summand as in Definition 7.11. We refer the reader to [ÀHJ+19] for details.

11. Computations via F-thresholds

The notion of Bernstein-Sato root in positive characteristic discussed in Section 6
is closely related to F -jumping numbers. In this section, we discuss a relationship
between the classical Bernstein-Sato polynomial in characteristic zero and similar
numerical invariants in characteristic p. This connection was first established by
Mustaţă, Takagi, and Watanabe [MTW05], and extended to the singular setting by
Àlvarez Montaner, Huneke, and Núñez-Betancourt [ÀHNB17].

Definition 11.1 ([MTW05]). Let R be a ring of characteristic p > 0. Let a, J be
ideals of R such that a ⊆

√
J . We set

νJa (pe) = max{n ∈ N | an 6⊆ J [pe]}.
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We point out that the limit of lim
e→∞

νJa (pe)
pe exists [DSNBP18].

Theorem 11.2 ([ÀHNB17], see also [MTW05]). Let R be a finitely generated flat
Z[1/a]-algebra for some nonzero a ∈ Z, and a ⊆

√
J ideals of R. Write R0 for

R ⊗Z Q, and Rp for R/pR; likewise, write a0 for the extension of a to R0, and
similarly for ap, J0, Jp, etc. If a0 has a Bernstein-Sato polynomial in R0, then we
have

((s+ 1)bA0
a0

)(νJpap (pe)) ≡ 0 mod p

for all p� 0.

Sketch of proof. First, if a = (f1, . . . , f`), set g =
∑
i fiyi ∈ R′ = R[y1, . . . , y`]. Then,

one checks easily that for p - a, we have νJpap (pe) = ν
JR′p
gp (pe). Thus, we can reduce

to the principal case, where a = (f).
Let δ(s)fs+1 = bf (s)fs be a functional equation for f in. If we replace a by a

nonzero multiple, we can assume that δ(s) is contained in the image of DR[s] in
DR0 [s] (see [ÀHNB17, Lemma 4.18]) and that bf (s) ∈ Z[1/a][s]. Pick n such that
δ(s) ∈ Dn

R[s] and n is greater than any prime dividing a denominator of a coefficient
of bf (s). Then, for every p ≥ n, we may take the functional equation modulo p in
Rp:

δ(s)fs+1 = bf (s)fs.

Since n < p, we have δ(s) ∈ D(1)
Rp|Fp . In particular, δ(s) is linear over each subring

R[pe], so it stabilizes every ideal expanded from such a subring, namely the Frobenius
powers J [pe] of J . For s = ν

Jp
fp
, we have fs /∈ J [pe], and fs+1 ∈ J [pe], so δ(s)fs+1 ∈

J [pe]; we conclude that bf (s) = 0 in Fp, as claimed. �

The previous theorem can be applied to find roots of bA0
a0

(s) in Q when there are
sufficiently nice formulas for νJpap (pe) for e fixed as p varies.

Proposition 11.3 ([MTW05]). Let R be a finitely generated flat Z[1/a]-algebra for
some nonzero a ∈ Z, and a ⊆

√
J ideals of R. Write R0 for R ⊗Z Q, and Rp for

R/pR; likewise, write a0 for the extension of a to R0, and similarly for ap, J0, Jp,
etc. Suppose that a0 has a Bernstein-Sato polynomial in R0.

Let e > 0. Suppose that there is an integer N and polynomials Q[i] for each
[i] ∈ (Z/NZ)× such that νJpap (pe) = Q[i](pe) for all p� 0 with p ∈ [i]. Then Q[i](0)
is a root of bA0

a0
(s) for each [i] ∈ (Z/NZ)×.

Proof. We can consider bA0
a0

(s) as a polynomial over Z[1/aa′] for some a′. Fix
[i] ∈ (Z/NZ)×. For any p ∈ [i] with p - (aa′), we have

(s+ 1)bA0
a0

(Q[i](0)) ≡ bA0
a0

(Q[i](pe)) ≡ 0 mod p,

so p | bA0
a0

(Q[i](0)). As there are infinitely many primes p ∈ [i], we must have
bA0
a0

(Q[i](0)) = 0. �
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Example 11.4 ([MTW05]). Let f = x2 + y3 ∈ Z[x, y], and m = (x, y). One has

νmfp(pe) =


5
6p
e − 5

6 if p ≡ 1 mod 3
νmfp(pe) = 5

6p−
7
6 if p ≡ 2 mod 3, e = 1

νmfp(pe) = 5
6p
e − 1

6p
e−1 − 1 if p ≡ 2 mod 3, e ≥ 2.

By the previous proposition, −5/6,−1 and −7/6 are roots of bf (s), considering f
as an element of Q[x, y]. In fact, bf (s) = (s+ 5

6 )(s+ 1)(s+ 7
6 ).

We note that the method of Proposition 11.3 does not yield any information
about the multiplicities of the roots. There are also examples given in [MTW05] of
Bernstein-Sato polynomials with roots that cannot be recovered by this method.
Nonetheless, we note that this method was successfully employed by Budur, Mustaţă,
and Saito [BMS06c] to compute the Bernstein-Sato polynomials of monomial ideals.

Remark 11.5. In the case of a regular ring A = Fp[x1, . . . , xd], and ideals a, J of A
with a ⊆

√
J , the numbers νJa (pe) are closely related to the F -jumping numbers dis-

cussed in the introduction. In particular, combining [MTW05, Propositions 1.9 & 2.7]
for a and e fixed, we have

{νJa (pe) |
√
J ⊇ a} = {dpeλe − 1 | λ is an F -jumping number of a}.
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