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Introduction.

This work deals on the one hand with understanding the contents of Halphen’s contribution to the subject of enumerative theory of conics, and on the other with extending his theory to conditions of any codimension. The reader interested in the history of this subject may profit from the beautiful paper of Kleiman [K.2].

In the enumerative theory of conics there have been basically three approaches, namely those associated to De Jonquières, to Chasles, and to Halphen (see the works of these authors referred to in the references, as well as [K.2] and the references therein). Conceptually the first two are similar in that they correspond to computations performed in the Chow ring of \( \mathbb{P}^5 \) and of the variety of complete conics, respectively. Unfortunately the numbers obtained with these approaches need not have enumerative significance, even if the data in the problem under consideration are in general position. A famous example of this failure is the answer given by De Jonquières theory to the problem of finding the number of conics that are tangent to five given conics in general position. Similarly, Halphen gave examples of this unsatisfactory situation, needless to say a little more involved, for the theory of Chasles (see [H.3.], §15, or the example 14.8 in this memoir).

On the other hand, the starting point in Halphen’s theory is the distinction between proper and improper solutions (see §6) to an enumerative problem and his goal is to count the number of proper solutions. The numbers produced with this theory have always enumerative significance in the sense that if the data of the (reduced) conditions involved are in general position, then such numbers always are the number of distinct proper solutions of the problem. In addition, it turns out that all nondegenerate solutions are proper solutions and, if the data of the conditions are in general position, then, conversely, all proper solutions are non-degenerate, so that for (reduced) conditions with data in general position Halphen’s theory gives the number of non-degenerate solutions.

In relation to this last point we should say that recently De Concini and Procesi [D-P] have taken the number of non-degenerate solutions, in the general setting of symmetric spaces, as the corner stone for an abstract enumerative theory.
The present work is the result of a project begun about two years ago by the first author with the idea of understanding Halphen's results and of providing modern proofs for them. This took about one year and the output was roughly the contents of §§1-14. Halphen considered two kinds of enumerative problems, namely, (1) to find the number of conics in a one-dimensional system that properly satisfy a given first order condition, and (2) to find the number of conics properly satisfying five independent conditions. These problems are solved by what we call Halphen's first and second formula, which are the contents of Theorem 9.2 and 14.6.

Although the basic ideas of this first part are due to Halphen, the presentation and many of the proofs are new. This is especially so for the definition of local characteristic numbers of first order conditions and the proof of Halphen's first formula.

After this first part had taken shape we became interested in finding analogues to these ideas for conditions of any codimension. The joint work in this direction has been developed in the last twelve months and the results are the contents of §§15-23. In spite of the fact that the results of the first part can be obtained again from results of the second, we have nevertheless maintained the two parts in order to offer, in the first, a rather elementary and updated version of Halphen's work on the subject, and, in the second, a general treatment for conditions of any codimension.

Finally we give a brief description of the contents of §§15-23. Section 15 is devoted to recall the structure of the Chow ring of the variety \( W \) of complete conics and to list a number of cycles and relations among them which are needed later on.

Sections 16, 17 and 18 are more general than the rest and are devoted to prove a generalization of the classical formula of Noether about the intersection of plane curves (see theorem 16.6) and to use it for a generalization of Halphen's first formula (see theorem 18.5).

Sections 19 and 20 are devoted to the construction of certain conditions (cycles), to the definition of strict equivalence of conditions and the groups \( \text{Hal}^* (W) \), and to prove that the strict equivalence classes of those cycles provide a free \( \mathbb{Z} \)-basis for \( \text{Hal}^*(W) \). The main tool here is a particularization of Halphen's generalized formula (18.5) to the case of conics and a numerical criterion for strict equivalence proved with the resulting formula (20.2 and theorem 20.4).
In section 21 the graded group $\text{Hal}'(\mathbb{W})$ is given a structure of graded commutative ring with unit, the enumerative significance of which is explained in theorem 21.7. This ring is the abstract ring of De Concini and Procesi in the case of conics. The product in $\text{Hal}'(\mathbb{W})$ is made explicit in section 22 by showing how to compute the products of any two terms of the basis constructed before. In section 23 we work out two examples.
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List of notations and conventions

$\mathbb{Z}$  ring of integers
$\mathbb{Q}$  field of rational numbers
$\mathbb{R}$  field of real numbers
$\mathbb{C}$  field of complex numbers
$\mathbb{R}^*$  group of units of the ring $\mathbb{R}$
$\mathbb{P}^n$  $n$-dimensional projective space over $\mathbb{C}$
$\mathbb{P}^n_{\mathbb{C}}$  dual space of $\mathbb{P}^n$, or projective hyperplane space
$\text{ord}_X(f)$  least exponent of the non-zero terms of the (broken) power series $f$
$\mathcal{O}_{X,Z}$  local ring of the irreducible subvariety $Z$ of an algebraic variety $X$

If $Z \subseteq Y \subseteq X$, $Y$ defines an ideal in $\mathcal{O}_{X,Z}$ that we shall call "ideal of $Y$ in $\mathcal{O}_{X,Z}$".

$\text{Sing}(X)$  the singular set of an algebraic variety $X$
$D \sim D'$  divisors $D$ and $D'$ are linearly equivalent
$\sigma(K), K^\sigma$  the result of transforming $K$ by an element $\sigma$ of a group acting on a set of objects where $K$ belongs.

Given cycles $K$ and $K'$ on a smooth algebraic variety $X$, and a component $Z$ of $|K| \cap |K'|$, where $|K|$ means the support of $K$, if $\dim(Z) = \dim(K) + \dim(K') - \dim(X)$, then $Z$ will be called a proper component of the intersection $K \cap K'$ and the intersection multiplicity of $K$ and $K'$ at $Z$ will be denoted by $i_Z(K \cdot K')$. The variety $X$ will be clear from the context. If $K$ and $K'$ meet properly, i.e., all components of $K \cap K'$ are proper, then $K \cdot K'$ will denote their intersection cycle, i.e., $\sum i_Z(K \cdot K') \cdot Z$, the summation extended over all components of the intersection.

Given a zero cycle $K$ on $X$, and a subset $V$ of $X$, $\#_V K$ will mean the sum of the multiplicities in $K$ of the points of $V$. Instead of $\#_X K$ we will also write $\int_X K$ or $\deg(K)$. If $X$ is complete and $a$ is a
rational class of 0-cycles, \( \int_X a \) will denote the degree for any cycle representing \( a \).

Suppose \( K \) and \( K' \) are such that \( \dim(K) + \dim(K') = \dim(X) \) and that \( K \) and \( K' \) intersect properly. Then

\[
\int_X (K \cdot K')
\]

will also be denoted simply by \( (K \cdot K') \), or \( K \cdot K' \) if no confusion should arise, and will be called (total) intersection number of \( K \) and \( K' \).

\( A'(X) \) will denote the intersection ring of \( X \), graded by codimension. The class of a cycle \( K \) in \( A'(X) \) will be denoted by \( [K] \).

If \( X \) and \( X' \) are smooth projective varieties and \( f: X \to X' \) is a morphism, \( f_*: A'(X) \to A'(X') \) and \( f^*: A'(X') \to A'(X) \) will denote the usual push-forward and pull-back maps associated to \( f \).
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§1. Conics.

We shall reserve the term conic to mean a curve of degree 2 in $\mathbb{P}_2$ (the projective plane over the field $\mathbb{C}$ of complex numbers). As a reference for conics see [S-K]. Here we recall a few basic facts for convenience of the reader. With respect to a projective system of coordinates $\xi_0, \xi_1, \xi_2$ of $\mathbb{P}_2$, a conic is given by an equation of the form

\begin{equation}
\sum_{i,j} a_{ij} \xi_i \xi_j = 0, \quad i,j=0,1,2,
\end{equation}

where $a_{ij} \in \mathbb{C}$, $a_{ij}=a_{ji}$, and not all $a_{ij}$ vanish. The coefficients $a_{ij}$ determine the same conic as the coefficients $b_{ij}$ if and only if there exists $\lambda \in \mathbb{C}^*$ such that $b_{ij} = \lambda a_{ij}$. In other words, the matrix $A = (a_{ij})$ is symmetric and determined up to a non-zero scalar factor by the conic; we will say that $A$ is the conic matrix. Therefore the set of conics is in a one-to-one correspondence with the projective space $\mathbb{P}_5$ associated to the vector space of symmetric $3 \times 3$ matrices. The projective structure induced on the set of conics via this correspondence is independent of the coordinate system.

A linear system of conics is a linear subspace of $\mathbb{P}_5$. A pencil of conics is a 1-dimensional linear system of conics.

A conic (1) is irreducible (or non-degenerate) if and only if $\det(a_{ij}) \neq 0$. An irreducible conic is smooth and rational (isomorphic to $\mathbb{P}_1$), whereas a degenerate conic (i.e., a conic such that $\det(a_{ij})=0$) is a pair of lines (if $\text{rank}(a_{ij})=2$) or a double line (if $\text{rank}(a_{ij})=1$). The equation $\det(a_{ij}) = 0$ defines a cubic hypersurface $D \subset \mathbb{P}_5$, the hypersurface of degenerate conics.

Let $\mathbf{P}_2$ denote the dual of $\mathbb{P}_2$, so that $\mathbf{P}_2$ is the projective plane of lines of $\mathbb{P}_2$. Then the image $V$ of $\mathbf{P}_2$ in $\mathbb{P}_5$ by the Veronese map,
which sends the line \( u: u_0x_0 + u_1x_1 + u_2x_2 = 0 \) to the double line \( u^2 = 0 \), is the Veronese surface in \( \mathbf{P}_5 \). As usual we will take \((u_0, u_1, u_2)\) as projective coordinates of \( u \) and will identify \( \mathbf{P}_2 \) to \( \tilde{\mathbf{P}}_2 \).

We will set \( \tilde{a}_{ij} \) to denote the cofactor of \( a_{ij} \) in the matrix \((a_{ij})\). Then \( \tilde{a}_{ij} = 0, \ 0 \leq i, j \leq 2 \), are equations for \( V \) with its reduced structure (see [S], Ch. I, §4). Moreover, \( V \) is equal to the singular set of \( D \), whereas \( D \) is the chord variety of \( V \), as an elementary computation shows.

By a conic envelope we will understand a conic in \( \tilde{\mathbf{P}}_2 \). The 5-dimensional projective space of conic envelopes can be identified with \( \tilde{\mathbf{P}}_5 \), the dual of the \( \mathbf{P}_5 \) of conics, through the apolarity relation

\[
\sum_{i,j} a_{ij} \tilde{a}_{ij} = 0
\]

between a conic and a conic envelope given by matrices \((a_{ij})\) and \((\tilde{a}_{ij})\), respectively. Thus each conic envelope can be identified with the 4-dimensional linear system of those conics which are apolar to it. If for instance the conic envelope is a pair of points \( P, Q \), then the linear system of apolar conics to this pair is the set of conics that harmonically divide \( PQ \) and if the conic envelope is a double point \( P \), then it is the system of conics that go through \( P \).

By \( \tilde{D} \) we will denote the cubic hypersurface of \( \tilde{\mathbf{P}}_5 \) whose points are degenerate conic envelopes, and by \( \tilde{V} \) the Veronese surface of double points, so that \( \tilde{V} \) is the singular set of \( \tilde{D} \) and \( \tilde{D} \) is the chord variety of \( \tilde{V} \).

The dual of a non-degenerate conic is a non-degenerate envelope, and conversely. This gives an isomorphism \( \tilde{D} \). If \( A \) is the matrix of a non-degenerate conic, then the associated conic envelope has matrix \( A^{-1} \), or, equivalently, the matrix \( \bar{A} \) of cofactors of \( A \).
§ 2. Complete conics

The traditional point of view in projective geometry has been to consider the plane of points \( P_2 \) and the plane of lines \( \tilde{P}_2 \) simultaneously, and to think each as the dual of the other. It is in this sense that the classical geometers, when thinking of a (non-degenerate) conic, really understood it as a pair formed by the conic and its line envelope and regarded each of these as an aspect of the conic.

In the non-degenerate case, the consideration of its conic envelope adds no information to the given conic. It is only when dealing with degenerate conics (usually considered as limits of non-degenerate ones) that the simultaneous consideration of a point conic and one of its envelopes contains more information than the conic alone, as this does not determine uniquely the envelope nor conversely. Conics, when considered in this double aspect as locus of points and envelope of lines, are called, since Van der Waerden's work \([W]\), complete conics.

To give a precise definition, consider the duality isomorphism \( \alpha: P_5-D \longrightarrow \tilde{P}_5-\tilde{D} \) which transforms a conic locus into its conic envelope. Set \( W \) to denote the closure in \( P_5 \times \tilde{P}_5 \) of the graph \( W_0 \) of \( \alpha \). Then \( W \) is called the variety of complete conics. The elements of \( W_0 \) are called non-degenerate complete conics; the elements of \( W-W_0 \) are referred to as degenerate complete conics. Let \( p: W \longrightarrow P_5 \) be the restriction of the first projection, and \( t: W \longrightarrow \tilde{P}_5 \) the restriction of the second projection. Then \( p^{-1}(P_5-D) = t^{-1}(\tilde{P}_5-\tilde{D}) = W_0 \) and \( p: W_0 \longrightarrow P_5-D, \quad t: W_0 \longrightarrow \tilde{P}_5-\tilde{D} \), so that in particular \( p \) and \( t \) are birational isomorphisms. For a given \( C \in W \), we will say that \( p(C) \) is the conic locus of \( C \) and that \( t(C) \) is the conic envelope of \( C \).

Since \( \alpha: P_5-D \longrightarrow \tilde{P}_5-\tilde{D} \) can be viewed as the map which transforms a non-degenerate \( 3 \times 3 \) symmetric matrix \( a=(a_{ij}) \) into the matrix \( \tilde{a}=(\tilde{a}_{ij}) \)
of cofactors of $a$, we see that $a$ is actually regular on the open set $P_5 - V$. In fact $p: W \to P_5$ can be identified with the blowing up of $P_5$ along $V$. Dually, $t: W \to P_5$ can be identified with the blowing up of $V$ (the Veronese surface of double points). In particular $W$ is a smooth irreducible projective variety.

Let us denote $a_{ij}$ the coordinates of $P_5$, as before, and $a_{ij}$ the dual coordinates of $P_5$. Then the points of $W$ satisfy the equations got eliminating $p$ in the relation

$$ (a_{ij})(a_{ij}) = pl, $$

where $l$ is the $3 \times 3$ identity matrix, or, in other words, the relations obtained setting the non diagonal entries of $(a_{ij})(a_{ij})$ equal to zero and equating the three diagonal entries of the same matrix. In particular, for the degenerate complete conics $p = 0$, so that they satisfy the relation $(a_{ij})(a_{ij}) = 0$. These relations imply immediately the following statements:

2.1. If the conic locus of a complete conic is a pair of (distinct) lines, then its conic envelope is the common point of the two lines, counted twice.

Dually, if the conic envelope of a complete conic is a pair of (distinct) points, then its conic locus is the line joining the two points, counted twice.

2.2. If the conic locus of a complete conic is a double line, then its conic envelope is a pair of points (not necessarily distinct) on the line.

Dually, if the conic envelope of a complete conic is a double point, then its conic locus is a pair of lines (not necessarily distinct) through the point.

Conversely we have the following statements:

2.3. A pair consisting of a double line and a pair of points (possibly equal)
on it is a complete (degenerate) conic.

Dually, a pair consisting of a pair of lines (possibly equal) and a common point, counted twice, is a complete conic.

Proof

Let \( L \) be a line and \( P, Q \in L \). First assume that \( P \neq Q \). In this case consider a pencil of conics bitangent at \( P \) and \( Q \). Then \( \{ L, \{ P, Q \} \} \) belongs to the closure of the 1-dimensional rational family of non-degenerate conics in the pencil. If \( P = Q \) one uses a four point contact pencil with base point \( P \) and fixed tangent \( L \). □

Actually it turns out that the relations before are equations for the subvariety \( W \) of \( \mathbb{P}^5 \times \hat{\mathbb{P}}^5 \).

Now that we have described the degenerate complete conics we will fix some notation. Consider the map \( p: W \to \mathbb{P}^5 \), which we know to be the blowing up of \( \mathbb{P}^5 \) along the Veronese surface \( V \) of double lines. Thus we see that the points of \( p^{-1}(V) \), the exceptional variety, are the complete conics consisting of a double line and a pair of points on it. We will set \( \tilde{A} = p^{-1}(V) \).

In a similar way, \( A := t^{-1}(\hat{V}) \) is the exceptional variety of the blowing up \( t: W \to \hat{\mathbb{P}}^5 \) of \( \hat{\mathbb{P}}^5 \) along \( \hat{V} \). By the general properties of the blowing up, \( A \) and \( \tilde{A} \) are irreducible and smooth. Clearly, \( p(A) = D \) and \( t(\tilde{A}) = \hat{D} \), so that \( A \) and \( \tilde{A} \) are the strict transforms of \( D \) and \( \hat{D} \) under the blowing up maps \( p \) and \( t \), respectively.

In the sequel we will set \( B \) to denote the intersection of \( A \) and \( \tilde{A} \). As we will see, \( B \) is irreducible and smooth. Moreover, \( A \) and \( \tilde{A} \) meet transversally along \( B \). This allows to distinguish the following three types of complete degenerate conics:
Type A: The conics in A-B, i.e., two distinct lines with their common point counted twice.

Type Ā: The conics in Ā-B, i.e., a double line with two distinct points on it, usually called foci of the degenerate conic.

Type B: The conics in B, i.e., a double line with a double point on it, called the double focus of the complete conic.

Types A and Ā are dual of each other, while type B is self-dual.

2.4. Definitions

Let \( C = (c, \check{c}) \) be a complete conic. Then we will say that \( C \) goes through a given point \( P \) iff \( P \in c \); that \( C \) is tangent to a line \( u \), iff \( u \in \check{c} \); that \( C \) cuts on the line \( u \) the two points \( P, Q \) iff \( u \cap c = \{P, Q\} \); that \( C \) has tangents \( u, v \) from a given point \( P \), iff \( P^* \cap \check{c} = \{u, v\} \), where \( P^* \) is the pencil of lines going through \( P \); that \( C \) is apolar with a conic envelope \( \check{c} \); iff \( c \) and \( \check{c} \) are apolar; and that \( C \) is apolar with a conic locus \( \check{c} \), iff \( \check{c} \) and \( \check{c} \) are apolar.

Now let \( (a_{ij}) \) be the matrix of \( c \) and \( (a_{ij}) \) the matrix of \( \check{c} \). Given a point \( X \) and a line \( u \) we will set \( (x_o, x_1, x_2) \) and \( (u_o, u_1, u_2) \) to denote their coordinates. Then two points \( X, X' \) are said to be conjugate with respect to \( C \) iff \( \sum a_{ij} x_i x'_j = 0 \), or equivalently, iff the pair of points that \( c \) cuts on the line \( X X' \) harmonically separates the pair \( X, X' \) (in case \( X=X' \) this means that \( c \) goes through \( X \)). The points which are conjugate of any other point are said to be double points of \( C \); they are the points satisfying the relation \( (x_o, x_1, x_2)(a_{ij}) = (0, 0, 0) \). The set of double points is empty if \( C \) is non-degenerate, is reduced to the common point of the two lines in case of conics of type A, and coincides with the set of points on the (double) line for conics of type Ā or B.
Dually, two lines \( u, u' \) are said to be conjugate with respect to \( C \) iff \( \sum a_{ij} u_i u'_j = 0 \). This is equivalent to assert that the pair of tangents to \( C \) from the common point of \( u \) and \( u' \) harmonically separates the pair \( u, u' \) (if \( u = u' \), this simply means that \( u \) is tangent to \( C \)). A line is said to be a double tangent if it is conjugate to any other line; they satisfy the relation \( (u_0, u_1, u_2) (a_{ij}) = 0 \). Thus the set of double tangents is empty if the conic is non-degenerate, is reduced to the (double) line in conics of type \( \tilde{A} \), and is the pencil of lines through the double point in conics of types \( A \) and \( B \).

Let \( X \) be a point which is not a double point of \( C \). Then the points \( X' \) which are conjugate to \( X \) lie on a line \( u \) given by the relations \( (u_0, u_1, u_2) = (X_0, X_1, X_2)(a_{ij}) \). This line is called the polar line of \( X \) with respect to \( C \). Dually, if \( u \) is a line which is not a double tangent, then the lines \( u' \) which are conjugate to \( u \) with respect to \( C \) pass through a fix point \( X \) given by the relations \( (x_0, x_1, x_2) = (u_0, u_1, u_2)(a_{ij}) \). This point is called the pole of \( u \) with respect to \( C \). For double points (resp. lines) the notion of polar line (resp. pole) is not defined.

Let \( X \) be a point which is not a double point of \( C \), and let \( u \) be a line which is not a double tangent of \( C \). Let \( u' \) and \( X' \) be the polar line of \( X \) and the pole of \( u \), respectively. Then from the relation (1) in this \( \S \) we get that \( \phi (x_0, x_1, x_2) = (u_0, u_1, u_2)(a_{ij}) \) and \( \phi (u_0, u_1, u_2) = (x_0, x_1, x_2)(a_{ij}) \). Therefore we see that if \( C \) is non-degenerate (i.e., \( \phi \neq 0 \)), then the pole of \( u' \) is \( X \) and the polar line of \( X' \) is \( u \), so that the relation between pole and polar is one-to-one and symmetrical. But if \( C \) is degenerate, then \( u' \) is a double tangent and \( X' \) a double point for all \( X \) and \( u \) as above.

A triangle is said to be self-polar with respect to \( C \) if the polar of each vertex which is not a double point of \( C \) is equal to the opposite side, and the pole of each line which is not a double tangent is equal to the opposite
The set of conic loci for which a given triangle \( \tau \) is self-polar are the points of a plane \( S_\tau \) in \( P_5 \). If the triangle is taken as a system of coordinates, then the equations of the plane are simply \( a_{ij} = 0, \ i \neq j \). It is easy to see that the complete conics which admit \( \tau \) as a self-polar triangle are the points of a smooth surface \( \tilde{S}_\tau \) in \( W \) which coincides with the blowing up of \( S_\tau \) at the three points corresponding to the three sides of the triangle, each counted twice.

The last observation can be used to show:

2.5. Lemma

The hypersurfaces \( A \) and \( \tilde{A} \) meet transversally along \( B \).

Proof

Let \( C \) be an element of \( B \), so that \( C \) consists of a line \( u \) and a point \( P \), both counted twice. Choose any triangle \( \tau \) in \( P_2 \) such that \( u \) is a side of \( \tau \) and \( P \) a vertex. Let \( \tilde{S}_\tau \subset W \) be the surface of complete conics for which \( \tau \) is self-polar. Then it is enough to see that \( A \cap \tilde{S}_\tau \) and \( \tilde{A} \cap \tilde{S}_\tau \) meet transversally at \( C \). But this is clear if one uses the fact that \( p: \tilde{S}_\tau \longrightarrow S_\tau \) is the blowing up of \( S_\tau \) at three points.

Remark

In the sequel, unless otherwise stated, the elements of \( W \) will be referred to as conics, the elements of \( P_5 \) as conic loci, and the elements of \( \tilde{P}_5 \) as conic envelopes.

§3. Systems of conics

By a \( (1\text{-dimensional}) \) system of conics we will understand a reduced
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§3. Systems of conics

By a \( (1\text{-dimensional}) \) system of conics we will understand a reduced
curve $r$ in $W$ such that no component of $r$ is contained in $A$ or $\tilde{A}$. The system is said to be irreducible (resp. rational) if $r$ is irreducible (resp. rational).

Let $r$ be a system of conics. Then $p(r)$ and $t(r)$ are curves in $P_5$ and $\tilde{P}_5$, respectively. We will say that $p(r)$ is the system of conic loci, and $t(r)$ of conic envelopes, associated to $r$. Notice that since neither $A$ nor $\tilde{A}$ contain components of $r$, both $p(r)$ and $t(r)$ have the same number of components as $r$. Furthermore, if $r$ is irreducible then $p: r \to p(r)$ and $t: r \to t(r)$ are birational morphisms.

3.1. Definition

The integers $\mu = \deg p(r)$, $\nu = \deg t(r)$ will be called characteristic numbers of $r$.

3.2. Proposition

Let $r$ be a system of conics and let $(\mu, \nu)$ be its pair of characteristic numbers. Then $\mu$ is the number of conics in $r$ that pass through a generic point of $P_2$. Dually, $\nu$ is the number of conics in $r$ which are tangent to a generic line of $P_2$.

Proof

The conic loci that go through a point $P$ form a hyperplane $H_P$ in $P_5$, so that if $H_P \not\subset r$ then $\mu$ is the number of conics in $r$ going through $P$, each counted with a suitable multiplicity. Therefore it will be enough to show that if $P$ is generic in $P_2$ then $H_P$ is not tangent to $p(r)$. Now the set of hyperplanes $H_P$ is the Veronese surface $\tilde{V} \subset \tilde{P}_5$, so that if follows that if all these $H_P$ are tangent to $p(r)$ then there exists a component $r'$ of $p(r)$ such that for each point $c$ of $r'$ there are $\sim^1$ hyperplanes $H_P$ tangent to $r'$ at $c$. Thus, if $c$ is generic on $r'$, the tangent line $T$ to $r'$ at $c$, which is a pencil of conics, is contained in $\sim^1$ hyperplanes of the form $H_P$. This means that the pencil $T$ has infinitely
many base points, which is only possible if all conics in $T$, in particular $c$, are degenerate. But this implies that $p(r)$ has a component whose points are all degenerate conics. Since this contradicts the definition of system of conics, the proof is complete. $\square$

3.3. Remark

It is clear that $\mu$ also coincides with the number of conics in $\Gamma$ that harmonically divide a pair of generic points, or that are apolar with a generic envelope. Dually, $\nu$ is the number of conics in $\Gamma$ whose tangents through a generic point harmonically divide a pair of generic lines through that point. In the case $\mu=1$ (resp. $\nu=1$) the system is called a pencil of conics (resp. a range of conics). Both are irreducible and rational.

By definition, in a system $\Gamma$ of conics there are at most a finite number of degenerate conics. According to the classical view which regards degenerate conics as limits of non-degenerate ones $^{(1)}$, we define a degeneration of $\Gamma$ as a branch of $\Gamma$ centered at a degenerate conic. We will say that a degeneration is of type A, $\bar{A}$ or B according to whether its center is respectively of type A, $\bar{A}$ or B.

3.4. Definition

Let $\gamma$ be a degeneration of a system $\Gamma$. Then the local characteristic numbers of $\gamma$, or of $\Gamma$ at $\gamma$, are the pair of non-negative integers $(m,n)$ defined as the intersection multiplicities of $\gamma$ with $\bar{A}$ and $A$, respectively. We will also say that $m$ is the order of $\gamma$ and $n$ the class of $\gamma$. A branch of $\Gamma$ whose center is a non-degenerate conic will be assigned order and class both equal to 0. It is clear that a degeneration is of type A iff $m=0$ and $n>0$; of type $\bar{A}$ iff $m>0$ and $n=0$; and of type B iff

$^{(1)}$ "Il peut se trouver des figures qui ne soient pas des coniques, mais des limites de coniques" ([H1], p.6).
3.5. Remark

\[ M := (\Gamma, A) \quad \text{and} \quad N := (\Gamma, A) \] are, respectively, the sum of the orders and classes of all degenerations of \( \Gamma \).

§4. Equations of the degeneration hypersurfaces

Let \((P_0, P_1, P_2; Q)\) be a projective system of coordinates and let \(U_2\) denote the open set in \(W\) of conics which are not tangent to \(u_2 := P_0P_1\).

It is clear that a conic is in \(U_2\) iff \(a_{22} \neq 0\), so that we will also write \(U_2 = D(a_{22})\). Now any complete conic satisfies the relations (1) of §2 which imply the relations \(\tilde{a}_{22} \tilde{a}_{ij} = \tilde{a}_{ij} \tilde{a}_{22}\), so that for conics in \(U_2\)

\[
\tilde{a}_{ij} = \frac{\tilde{a}_{ij}}{\tilde{a}_{22}} \tilde{a}_{22}.
\]

Since \(\tilde{a}_{ij} = 0\) are equations for \(\tilde{A}\), it turns out that for any form \(F\) of degree 2 in the \(a_{ij}\) the rational function \(\tilde{a}_{22}/F\) is a local equation for \(\tilde{A}\) in the open set \(U_2 \cap D(F)\). On the other hand \(\tilde{a}_{22}\) vanishes on \(\tilde{L}_{u_2} := W-U_2\), the hypersurface of conics which are tangent to \(u_2\). It follows that the divisor of zeroes of \(\tilde{a}_{22}\) has \(\tilde{A}\) and \(\tilde{L}_{u_2}\) as its components, both counted once. \(\tilde{L}_{u_2}\) counts once because in a neighbourhood of a non-degenerate conic \(\tilde{a}_{22}\) can be used, instead of \(a_{22}\), as a local equation of \(\tilde{L}_{u_2}\). The hypersurfaces \(\tilde{A}\) and \(W-U_2\) have as intersection the variety of double lines with one of its foci on \(u_2\).

Suppose now that \(u\) is a line and that \(P_0, P_1, P_2\) are three distinct points on \(u\). Let \(C\) be a conic not going through \(P_0\) and let \(Z, Z'\) be the points at which \(C\) meets \(u\). Define the function
m > 0 and n > 0.

3.5. Remark

\( M := (\Gamma, \tilde{A}) \) and \( N := (\Gamma, A) \) are, respectively, the sum of the orders and classes of all degenerations of \( \Gamma \).

§4. Equations of the degeneration hypersurfaces

Let \((P_0, P_1, P_2; Q)\) be a projective system of coordinates and let \( U_2 \) denote the open set in \( W \) of conics which are not tangent to \( u_2 := P_0 P_1 \). It is clear that a conic is in \( U_2 \) iff \( a_{22} \neq 0 \), so that we will also write \( U_2 = D(a_{22}) \). Now any complete conic satisfies the relations (1) of §2 which imply the relations \( a_{22} \tilde{a}_{ij} = \tilde{a}_{ij} a_{22} \), so that for conics in \( U_2 \)

\[
\tilde{a}_{ij} = \frac{a_{ij}}{a_{22}} \tilde{a}_{22}.
\]

Since \( \tilde{a}_{ij} = 0 \) are equations for \( \tilde{A} \), it turns out that for any form \( F \) of degree 2 in the \( a_{ij} \) the rational function \( \tilde{a}_{22}/F \) is a local equation for \( \tilde{A} \) in the open set \( U_2 \cap D(F) \). On the other hand \( \tilde{a}_{22} \) vanishes on \( \tilde{L}_{u_2} := W - U_2 \), the hypersurface of conics which are tangent to \( u_2 \). It follows that the divisor of zeroes of \( \tilde{a}_{22} \) has \( \tilde{A} \) and \( \tilde{L}_{u_2} \) as its components, both counted once. \( \tilde{L}_{u_2} \) counts once because in a neighbourhood of a non-degenerate conic \( \tilde{a}_{22} \) can be used, instead of \( a_{22} \), as a local equation of \( \tilde{L}_{u_2} \). The hypersurfaces \( \tilde{A} \) and \( W - U_2 \) have as intersection the variety of double lines with one of its foci on \( u_2 \).

Suppose now that \( u \) is a line and that \( P_0, P_1, Q_2 \) are three distinct points on \( u \). Let \( C \) be a conic not going through \( P_0 \) and let \( Z, Z' \) be the points at which \( C \) meets \( u \). Define the function
\[ Y = Y(C) = \frac{[(P_0, P_1, Q_2, Z) - (P_0, P_1, Q_2, Z')]^2}{(a, b, c, d)} = \text{cross ratio of } a, b, c, d. \]

where \((a, b, c, d)\) means the cross ratio of \(a, b, c, d\). Then one has:

4.1. Proposition

\(Y\) is a rational function on \(W\) which is regular on the open set of conics not going through \(P_0\). Moreover, it is a local equation of \(A\) in a neighbourhood of any conic not through \(P_0\) and not tangent to \(u\).

Proof

We may choose a projective system of coordinates whose first points are \(P_0\) and \(P_1\) and such that \(Q_2\) is the projection of the unit point \(Q\) on \(u\) from the third point \(P_2\). Then the coordinates \((z_0, z_1, z_2)\) of the points in which \(C\) meets \(u\) are those satisfying the relations

\[ z_2 = 0, \quad a_\infty z_0^2 + 2a_{10} z_0 z_1 + a_{11} z_1^2 = 0. \]

To say that \(C\) does not go through \(P_0\) is equivalent to say that \(a_\infty \neq 0\).

This implies that \(z_1 \neq 0\) and so \(t = z_0/z_1\) satisfies the quadratic equation

\[ a_\infty t^2 + 2a_{10} t + a_{11} = 0. \]

If \(t_1, t_2\) are the roots of this equation, then it is clear that

\[ Y(C) = (t_1 - t_2)^2 = (t_1 + t_2)^2 - 4t_1 t_2 = \left(\frac{-2a_{10}}{a_\infty}\right)^2 - 4 \frac{a_{11}}{a_\infty} = 4 \frac{a_{22}}{a_\infty^2}, \]

which is a rational function on \(W\). The second statement of the proposition is a direct consequence of this expression of \(Y\) and the considerations at the beginning of this §. \(\Box\)

Dually, let \(P\) be a point in \(P_2\) and pick three distinct lines \(u_0, u_1, u\) through \(P\). Given a conic \(C\) not tangent to \(u_0\), let \(v, v'\) be the tangents to \(C\) drawn from \(P\). Define the function

\[ X = X(C) = \frac{[(u_0, u_1, u, v) - (u_0, u_1, u, v')]^2}{(a, b, c, d)} = \text{cross ratio of } a, b, c, d. \]
Then one has

4.1 Proposition

$X$ is a rational function on $W$ which is regular on the open set of conics which are not tangent to $u_0$. Moreover, $X$ is a local equation of $A$ in a neighbourhood of any conic which is not tangent to $u_0$ and does not go through $P$. □

4.2 Remarks

(a) From the expression of $Y$ obtained in the proof of proposition 4.1 it follows that its divisor of poles on $W$ is twice the hypersurface of conics through $P_0$, whereas its divisor of zeroes has two components, each counted once $-\tilde{A}$ and the hypersurface of conics tangent to $u$. The points of indeterminacy of $Y$ are double lines which pass through $P_0$ and conics which are tangent to $u$ at $P_0$. Dually, the polar divisor of $X$ is twice the hypersurface of conics tangent to $u_0$, and its divisor of zeroes has two components, each counted once $-\tilde{A}$ and the hypersurface of conics going through $P$. The points where $X$ is indeterminate are the conics which are tangent to $u_0$ at $P$ and the pairs of lines with its double point at $P$.

(b) From propositions 4.1 and 4.1' it turns out that $X, Y$ are local equations of $B$ in a neighbourhood of any conic which does not go through $P$ or $P_0$ and is not tangent to $u$ or $u_0$. In particular, and for the sake of simplicity, in the sequel we take $P=P_0$ and $u=u_0$, in which case $X, Y$ are local equations of $A$ and $\tilde{A}$, respectively, in the neighbourhood of any conic which does not go through $P$ and is not tangent to $u$.

(c) Given $P$ and $u$ a change in the points of $u$ used to define $Y$, or in the lines through $P$ used to define $X$, only changes $Y$, or $X$, into $\lambda Y$, or $\mu X$, where $\lambda$ (or $\mu$) is a non-zero scalar. □
We end this section stating a direct corollary of propositions 4.1 and 4.1'.

4.3. Corollary

Let \( C = C(s) \) be a parametrization of a degeneration \( \gamma \) of a system of conics \( \Gamma \). Let \((m,n)\) be the pair of characteristic numbers of \( \gamma \). Assume that \( C(0) \) is not tangent to the line \( u \) and does not go through the point \( P \) used to define \( X \) and \( Y \). Then

\[
m = \text{ord}_S Y(C(s)), \quad n = \text{ord}_S X(C(s)).
\]

§5. Conditions imposed on conics

An effective codimension \( i \) cycle of \( W \) shall be called a condition of order \( i \) (imposed on conics). In this section we will deal with conditions of order \( 1 \), i.e., effective divisors of \( W \), which for simplicity will be called conditions. The first step will be to define local and global characteristic numbers for such conditions.

Let us start recalling the structure of the group \( \text{Pic}(W) \). Since \( p: W \rightarrow P_5 \) is the blowing up of \( P_5 \) along the Veronese surface \( V \) and \( \hat{A} = p^{-1}(V) \), \( p^*: \text{Pic}(P_5) \rightarrow \text{Pic}(W) \) is a monomorphism, \( Z\cdot[\hat{A}] \) is infinite cyclic, and

\[
\text{Pic}(W) = p^*\text{Pic}(P_5) \circ Z\cdot[\hat{A}],
\]

where \([X]\) denotes the class in \( \text{Pic}(W) \) of a divisor \( X \) ([Har], Ch. II, Ex. 8.5). Now \( \text{Pic}(P_5) \) is infinite cyclic generated by a hyperplane, hence \( p^*\text{Pic}(P_5) \) is infinite cyclic generated by the class \( L \) of the inverse image of a hyperplane. In the sequel, unless some confusion could arise, instead of denoting \([X]\) the class of a divisor \( X \) we will write \( X \) for short. Some-
We end this section stating a direct corollary of propositions 4.1 and 4.1'.

4.3. Corollary

Let $C = C(s)$ be a parametrization of a degeneration $\gamma$ of a system of conics $\Gamma$. Let $(m,n)$ be the pair of characteristic numbers of $\gamma$. Assume that $C(0)$ is not tangent to the line $u$ and does not go through the point $P$ used to define $X$ and $Y$. Then

$$m = \text{ord}_s Y(C(s)), \quad n = \text{ord}_s X(C(s)).$$

§5. Conditions imposed on conics

An effective codimension $i$ cycle of $W$ shall be called a condition of order $i$ (imposed on conics). In this section we will deal with conditions of order 1, i.e., effective divisors of $W$, which for simplicity will be called conditions. The first step will be to define local and global characteristic numbers for such conditions.

Let us start recalling the structure of the group $\text{Pic}(W)$. Since $p: W \longrightarrow \mathbb{P}_5$ is the blowing up of $\mathbb{P}_5$ along the Veronese surface $V$ and $\tilde{A} = p^{-1}(V)$, $p^*: \text{Pic}(\mathbb{P}_5) \longrightarrow \text{Pic}(W)$ is a monomorphism, $\mathbb{Z} \cdot [\tilde{A}]$ is infinite cyclic, and

$$\text{Pic}(W) = p^* \text{Pic}(\mathbb{P}_5) \oplus \mathbb{Z} \cdot [\tilde{A}],$$

where $[X]$ denotes the class in $\text{Pic}(W)$ of a divisor $X$ ([Har], Ch. II, Ex. 8.5). Now $\text{Pic}(\mathbb{P}_5)$ is infinite cyclic generated by a hyperplane, hence $p^* \text{Pic}(\mathbb{P}_5)$ is infinite cyclic generated by the class $L$ of the inverse image of a hyperplane. In the sequel, unless some confusion could arise, instead of denoting $[X]$ the class of a divisor $X$ we will write $X$ for short. Some-
times it will be enough to comment whether a statement is to be considered as a cycle relation or a relation between cycle classes. In any event, $X \sim Y$ will denote that $X$ and $Y$ are linearly equivalent, or, if $Y$ is a class already, that $X$ is in the class $Y$.

The same argument applied to $t: W \rightarrow \mathbb{P}_5$ shows that $\text{Pic}(W)$ is as well a free abelian group with generators $L$ and $\Lambda$, where $L$ is the class of the inverse image under $t$ of a hyperplane of $\mathbb{P}_5$.

5.1. Proposition

In $\text{Pic}(W)$ the following relations hold:

$$A \sim 2L - L, \quad \Lambda \sim 2L - L.$$

From this relations it follows that $\text{Pic}(W)$ is free abelian on the generators $L$ and $\Lambda$.

Proof

Since the hypersurface $D \subset \mathbb{P}_5$ of degenerate conic loci has degree 3, $p^*(D) \sim 3L$. On the other hand, since the strict transform of $D$ under $p$ is $A$ and since $\text{Sing}(D) = V$, it turns out that $p^*D = A + 2\Lambda$ (this may also be directly verified). Thus $A + 2\Lambda \sim 3L$. Dually, $2A + \Lambda \sim 3L$. From these the stated relations are easily deduced. □

5.2. Definition

Given a condition $K$, if $K \sim aL + b\Lambda$, $a, b \in \mathbb{Z}$, then the integers $a, b$ will be called global characteristic numbers of $K$.

5.3. Proposition

Let $K$ be an irreducible hypersurface of $W$ and assume $K \sim aL + b\Lambda$. Then if $K \not\sim \Lambda$ (resp. $K \not\sim A$), $\deg p_*(K) = a + 2b$ (resp. $\deg t_*(K) = 2a + b$).
Proof
In fact \( p_*(L) \) is the class of a hyperplane in \( P_5 \) and \( p_*(L) = p_*(2L-A) = 2p_*(L) \).

5.4. Examples of conditions

(a) Conditions \( K \sim L \) have global characteristic numbers \((1,0)\). They will be called \textit{point-linear} conditions. Among them we have the condition \( L_p \) of going through a point \( P \), the condition of harmonically dividing a pair of points, or the condition of being apolar with a fixed envelope.

(b) Conditions \( K \sim \tilde{L} \) have global characteristic numbers \((0,1)\). They will be called \textit{tangentially linear}. Among them we have the condition \( L_u \) of being tangent to a line \( u \).

(b) \( A \) is the condition "to have a double point as envelope component"; its global characteristic numbers are \((-1,2)\).

(b) Dually, \( \tilde{A} \) is the condition "to have a double line as locus component"; its global characteristic numbers are \((2,-1)\).

5.5. Theorem (Chasles' formula)

Let \( \Gamma \) be a system of conics and \( K \) a condition satisfied by finitely many conics of \( \Gamma \). Let \((\mu,\nu)\) and \((\alpha,\beta)\) be the global characteristic pairs of \( \Gamma \) and \( K \), respectively. Then if we count each conic of \( \Gamma \) satisfying \( K \) with its intersection multiplicity, the number \( \bar{N} \) of such conics is given by the formula

\[
\bar{N} = \alpha \mu + \beta \nu .
\]

Proof
By definition \( \bar{N} = [\Gamma] \cdot [K] \) and \([K] = \alpha L+\beta \tilde{L} \), so that \( \bar{N} = \alpha ([\Gamma] \cdot L) + \)
\[ g([r] \cdot \mathcal{L}). \text{ But } [r] \cdot \mathcal{L} = \deg p(r) = \mu \text{ and } [r] \cdot \mathcal{L} = \deg t(r) = \nu. \]

5.6. **Corollary (Halphen)**

Let \( M \) (resp. \( N \)) be the sum of the orders (resp. classes) of the degenerations of \( r \). Then

\[ M = 2\mu - \nu \quad \text{and} \quad N = 2\nu - \mu. \]

Hence

\[ 3\mu = 2M+N \quad \text{and} \quad 3\nu = 2N+M. \]

**Proof**

It is enough to observe that \( M = (r \cdot \mathcal{A}), N = (r \cdot \mathcal{A}) \) and apply Chasles' formula. \( \Box \)

5.7. **Examples**

(a) Let \( r \) be the system of conics passing through four points in general linear position. Then \( \mu=1 \) because \( r \) is a pencil of conics. It is also clear that \( M=0 \). Therefore \( \nu=2 \) and \( N=3 \), so that there are two conics in \( r \) that are tangent to a line and three degenerate conics consisting each of a pair of lines.

(b) Dually, for the range of conics \( r \) tangent to four lines in general linear position one obtains that \( \mu=2, \nu=1, M=3, \) and \( N=0 \).

(b) Let \( r \) be a pencil of bitangent conics. Then \( r \) has global characteristic numbers \((1,1)\). Therefore \( M=N=1 \), so that \( r \) has a single degeneration of type \( \mathcal{A} \) and a single degeneration of type \( \mathcal{A} \).

(c) Consider the system of conics passing through three given non-colinear points and which are tangent to a given general line. Then \( \nu=2 \) by example (a). Moreover, since there are no degenerations of type \( \mathcal{A} \), \( M=0 \) so that
(6) Dually, the system of conics tangent to three non-concurrent lines and going through a general point has the following characteristic numbers: \( \nu = 4, \nu = 2, M = 6 \) and \( N = 0 \).

§6. Action of the projective group and proper solutions of an enumerative problem

Let \( G \) be the group of linear projective transformations of \( \mathbb{P}^2 \), \( G = \text{PGL}(\mathbb{P}^2) \). The group \( G \) acts on \( \mathbb{P}^2 \) and \( G \longrightarrow \text{PGL}(\mathbb{P}^2) \) under this action. The elements of \( G \) will be called \textit{homographies}.

Since homographies transform conics in conics, \( G \) acts likewise on \( \mathbb{P}^5 \), \( \mathbb{P}_{\bar{5}} \), and \( \mathbb{P}_5 \times \mathbb{P}_{\bar{5}} \). Under this last action \( G \) leaves invariant \( W \), and so \( G \) also acts on the variety of complete conics. As is well known, the orbits of \( G \) under its action on \( W \) are as follows:

\[
W_0 = W - (A \cup \tilde{A}), \text{ the open set of non-degenerate conics;}
\]

\[
A-B, \text{ the locally closed set of degenerate conics of type } A;
\]

\[
A-B, \text{ the locally closed set of degenerate conics of type } \tilde{A}; \text{ and}
\]

\[
B, \text{ the closed set of degenerate conics of type } B.
\]

The action of \( G \) on \( W \) is essential for the distinction, according to Halphen's point of view, of proper solutions of an enumerative problem from improper ones. Actually, such a distinction and the consideration of only proper solutions in the computations are distinguishing features of Halphen's theory as compared with those preceding it. Later on we will analyze more closely the differences between the theories of De Jonquières, Chasles, and Halphen, as well as the discordancies between their formulae.
\( v = 4 \) and \( N = 6 \).

\( \varepsilon \) Dually, the system of conics tangent to three non-concurrent lines and going through a general point has the following characteristic numbers: \( \mu = 4 \), \( v = 2 \), \( M = 6 \) and \( N = 0 \).

§6. Action of the projective group and proper solutions of an enumerative problem

Let \( G \) be the group of linear projective transformations of \( \mathbb{P}_2 \), \( G = \text{PGL}(\mathbb{P}_2) \). The group \( G \) acts on \( \mathbb{P}_2 \) and \( G \to \text{PGL}(\mathbb{P}_2) \) under this action. The elements of \( G \) will be called homographies.

Since homographies transform conics into conics, \( G \) acts likewise on \( \mathbb{P}_5 \), \( \hat{\mathbb{P}}_5 \), and \( \mathbb{P}_5 \times \hat{\mathbb{P}}_5 \). Under this last action \( G \) leaves invariant \( W \), and so \( G \) also acts on the variety of complete conics. As is well known, the orbits of \( G \) under its action on \( W \) are as follows:

\[
W_0 = W-(A \cup \hat{A}), \text{ the open set of non-degenerate conics;}
A-B, \text{ the locally closed set of degenerate conics of type } A;
\hat{A}-B, \text{ the locally closed set of degenerate conics of type } \hat{A}; \text{ and}
B, \text{ the closed set of degenerate conics of type } B.
\]

The action of \( G \) on \( W \) is essential for the distinction, according to Halphen's point of view, of proper solutions of an enumerative problem from improper ones. Actually, such a distinction and the consideration of only proper solutions in the computations are distinguishing features of Halphen's theory as compared with those preceding it. Later on we will analyze more closely the differences between the theories of De Jonquières, Chasles, and Halphen, as well as the discordancies between their formulae.
6.1. Definition (Halphen)

Let $K$ be a condition and $C$ a conic. We will say that $C$ properly satisfies $K$ iff $C$ satisfies $K$ and there exists $g \in G$ such that $C$ does not satisfy $g(K)$. Equivalently, $C$ properly satisfies $K$ iff $C \in |K|$ and not all points in the orbit of $C$ under $G$ satisfy $K$.

This definition calls for some comments. First of all notice that enumerative problems of conics are formulated in the frame of projective geometry (possibly using metric relations) and that they naturally undergo the action of $G$. This said, it is worthwhile to reflect on what the nature of conditions imposed to conics is. So far we have accepted to call (simple) conditions the hypersurfaces (or, more generally, the divisors) of $W$, without delving into the question of whether or not a relation of the form $C \in D$ really expresses a fact of a projective nature that may occur or not to $C$. From a purely projective point of view, to impose a condition to a conic means to force the conic to satisfy certain projectively invariant relation between the conic and some given configuration (the datum of the condition) in $P_2$. With respect to a projective system of coordinates, the verification of this relation will be translated by the vanishing of one or more (simultaneous) invariants of the conic and the datum.

Now the point is that any condition in the former sense (i.e., a hypersurface of $W$) may be considered in this way. In fact a system of bihomogeneous equations $F_r(a_{ij}, a_{i'j'}) = 0$ can be understood as the expression of an invariant relation between a conic and the configuration of the elements of the system of projective coordinates. This relation may be intrinsically phrased in terms of cross ratios between elements of the conic and of the projective system of coordinates.

This understanding of conditions leads to the following view of the action of $G$ on them. Let $K$ be the condition which a conic $C$ satisfies iff
certain projectively invariant relation $R(C,F)$ between $C$ and a datum $F$ is verified. The projective invariance of $R$ means that $R(C,F)$ is true iff $R(\sigma(C),\sigma(F))$ is true for any $\sigma \in G$, and so $\sigma(K)$ is the condition obtained imposing that a conic is in the relation $R$ to $\sigma(F)$, the transformed datum.

We summarize this digression in three remarks.

6.2. Remarks

(a) The belonging of a conic $C$ to a hypersurface $K$ of $W$ is a relation which is equivalent to a projectively invariant relation $R(C,F)$ between the conic and a certain configuration $F$ in the plane (which may be the coordinate system).

(b) If $K$ is interpreted in this way, then $\sigma(K)$ is the condition given by demanding that a conic $C'$ be in the relation $R$ to the configuration $\sigma(F)$.

(c) The conics which improperly satisfy a condition $K$ described by $R(C,F)$ are the conics for which $R(C,\sigma(F))$ holds for all $\sigma \in G$, i.e., for "any position of the datum".

At this point one may ask for the existence of absolute conditions, i.e., conditions whose datum is empty. Clearly, these must be invariant hypersurfaces under $G$, so that, by the description of the orbits of $G$ on $W$, we have:

6.3. Proposition

The only irreducible absolute (first order) conditions are $A$ and $\bar{A}$. □
6.4. Definition

A condition $K$ will be said to be degeneration free iff neither $A$ nor $\hat{A}$ are components of $K$.

This definition is relevant insofar as we are not interested here in enumerating how many degenerate conics a system has. For these conditions the improper solutions have a very simple characterization:

6.5. Proposition (Halphen)

A conic $C$ improperly satisfies a degeneration free condition $K$ iff $C \in B$ and $K \supset B$.

Proof

If $K$ is degeneration free, the only orbit under $G$ that may be contained in $K$ is $B$, so that from the last part of 6.1 the proof follows. □

Henceforth, and unless otherwise stated, we will deal only with degeneration free conditions.

We end this section with a description of an example of Halphen which this author used [H.I] to reject Chasles' formulation. We will maintain his using of metric (euclidian) terminology, more expressive than the usual projective phrasing that instead could be given.

6.6. Example

Let $P$ be a point and $u$ a line in the plane. Given a conic $C$, let $Y = Y(C)$ be the square of the length of the segment that $C$ cuts on $u$, and $X = X(C)$ the square of the tangent of the angle between the tangents to $C$ drawn from $P$. Consider the condition $K$ defined by the relation $Y = X$. Then $B \subset K$ and so Chasles' formula does not give the
number of proper solutions of \(K\) in a given system \(r\) if the latter has degenerations of type B.

§7. Genericity of the data of conditions

In enumerative geometry problems one cannot hope for precise results, and still having reasonably simple solutions, unless one disregards a multitude of particular cases whose description is too cumbersome. This is usually done by assuming an hypothesis of generality for the data of the conditions. Often this generality of the data is handled by means of the following theorem.

7.1. Theorem (Kleiman, [K.1])

Let \(U\) be an irreducible quasi-projective algebraic variety over \(\mathbb{C}\) and assume that an algebraic group \(G\) acts transitively on \(U\). Let \(V_1, V_2\) be two equidimensional subvarieties of \(U\). Then

(a) There exists a non-empty open set \(G'\) of \(G\) such that \(\sigma(V_1) \cap V_2\) is either empty or has pure dimension \(\dim V_1 + \dim V_2 - \dim U\) for all \(\sigma \in G'\), and

(b) If \(V_1\) and \(V_2\) are smooth, then \(G'\) can be chosen in such a way that \(\sigma(V_1) \cap V_2\) is smooth.

7.2. Corollary (Halphen [H.1], §24)

Let \(r\) be a system of conics and \(K\) a condition. For \(\sigma\) generic in \(G\), the conics in \(r\) which properly satisfy \(\sigma(K)\) are non-degenerate, finite in number, and if \(K\) is reduced each appears with multiplicity 1 in the intersection \(\sigma(K) \cap r\).
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(a) There exists a non-empty open set $G'$ of $G$ such that $\sigma(V_1) \cap V_2$ is either empty or has pure dimension $\dim V_1 + \dim V_2 - \dim U$ for all $\sigma \in G'$, and

(b) If $V_1$ and $V_2$ are smooth, then $G'$ can be chosen in such a way that $\sigma(V_1) \cap V_2$ is smooth.

7.2. Corollary (Halphen [H.1], § 24)

Let $r$ be a system of conics and $K$ a condition. For $\sigma$ generic in $G$, the conics in $r$ which properly satisfy $\sigma(K)$ are non-degenerate, finite in number, and if $K$ is reduced each appears with multiplicity 1 in the intersection $\sigma(K) \cap r$. 
Proof

Since the first two assertions are satisfied for $K_{\text{red}},$ we may assume that $K$ itself is reduced. Let $U$ be one of the orbits $A-B,$ $A-B,$ or $B$ and set $V_1 = K \cap U,$ $V_2 = r \cap U.$ If $V_1 \neq U,$ then by the theorem $\sigma(V_1) \cap V_2 = \emptyset$ for $\sigma \in G$ generic, which implies that $\sigma(K) \cap r$ does not contain conics in the orbit $U.$ If $V_1 = U$ then $K \supseteq U$ and this only can happen if $U = B$ (since conditions are assumed to be degeneration free), in which case the conics of $B$ improperly satisfy $\sigma(K)$ and so $r$ does not contain conics of $B$ which properly satisfy $\sigma(K).$ Therefore for $\sigma \in G$ generic the proper solutions of $\sigma(K) \cap r$ are in $W_0,$ the orbit of non-degenerate conics. This proves the first assertion.

Now take $U = W_0,$ $V_1 = K \cap U - \text{Sing}(K),$ $V_2 = r \cap U - \text{Sing}(r).$ The theorem implies that for $\sigma \in G$ generic $\sigma(V_1) \cap V_2$ is a non-singular 0-dimensional variety. This implies that $\sigma(K) \cap r$ is finite (for $\sigma \in G$ generic). To end the proof it is enough to show that $\sigma(K) \cap r \cap U \subseteq \sigma(V_1) \cap V_2,$ again for $\sigma$ generic. But this is seen applying Kleiman's theorem to the pairs $(\text{Sing}(K) \cap U, r \cap U),$ $(K \cap U, \text{Sing}(r) \cap U),$ where it says that for $\sigma \in G$ generic $\text{Sing}(\sigma(K)) \cap r \cap U = \emptyset$ and $\sigma(K) \cap \text{Sing}(r) \cap U = \emptyset$ and the claim follows. \(\square\)

§ 8. Local characters of a condition

Let $K$ be a condition on conics. We are going to define "local characteristic numbers" of $K.$ In case $K \neq B,$ these numbers are defined to be zero. So assume $K \supseteq B,$ and set $\mathcal{O}' = \mathcal{O}'_{W,B},$ the local ring of $W$ along $B,$ and $m = m_{W,B}$ its maximal ideal. Let $X,Y$ be the rational functions of $W$ defined in §4. Then $m = (X,Y),$ by propositions 4.1 and 4.1. Let $f \in (X,Y)$ be a local equation of $K,$ i.e., $(f)$ is the ideal $I(K)$ of $K$ in $\mathcal{O}'.$
Proof

Since the first two assertions are satisfied for $K$ iff they are satisfied for $K_{\text{red}}$, we may assume that $K$ itself is reduced. Let $U$ be one of the orbits $A-B, A-B$, or $B$ and set $V_1 = K \cap U, V_2 = r \cap U$. If $V_1 \neq U$, then by the theorem $\sigma(V_1) \cap V_2 = \emptyset$ for $\sigma \in G$ generic, which implies that $\sigma(K) \cap r$ does not contain conics in the orbit $U$. If $V_1 = U$ then $K \subseteq U$ and this only can happen if $U = B$ (since conditions are assumed to be degeneration free), in which case the conics of $B$ improperly satisfy $\sigma(K)$ and so $r$ does not contain conics of $B$ which properly satisfy $\sigma(K)$. Therefore for $\sigma \in G$ generic the proper solutions of $\sigma(K) \cap r$ are in $W_0$, the orbit of non-degenerate conics. This proves the first assertion.

Now take $U = W_0, V_1 = K \cap U - \text{Sing}(K), V_2 = r \cap U - \text{Sing}(r)$. The theorem implies that for $\sigma \in G$ generic $\sigma(V_1) \cap V_2$ is a non-singular 0-dimensional variety. This implies that $\sigma(K) \cap r$ is finite (for $\sigma \in G$ generic). To end the proof it is enough to show that $\sigma(K) \cap r \cap U \subseteq \sigma(V_1) \cap V_2$, again for $\sigma$ generic. But this is seen applying Kleiman's theorem to the pairs $(\text{Sing}(K) \cap U, r \cap U), (K \cap U, \text{Sing}(r) \cap U)$, where it says that for $\sigma \in G$ generic $\text{Sing}(\sigma(K)) \cap r \cap U = \emptyset$ and $\sigma(K) \cap \text{Sing}(r) \cap U = \emptyset$ and the claim follows. \[\square\]

§ 8. Local characters of a condition

Let $K$ be a condition on conics. We are going to define "local characteristic numbers" of $K$. In case $K \nsubseteq B$, these numbers are defined to be zero. So assume $K \supseteq B$ and set $\mathcal{O} = \mathcal{O}_{W,B}$, the local ring of $W$ along $B$, and $m = m_{W,B}$ its maximal ideal. Let $X, Y$ be the rational functions of $W$ defined in §4. Then $m = (X,Y)$, by propositions 4.1 and 4.1'. Let $f \in (X,Y)$ be a local equation of $K$, i.e., $(f)$ is the ideal $I(K)$ of $K$ in $\mathcal{O}$. 
Let \( \hat{\mathcal{O}} \) be the m-completion of \( \mathcal{O} \). Then there exists a Cohen subfield \( k_o \) of \( \mathcal{O} \) such that \( k_o \rightarrow \hat{\mathcal{O}}/m = \mathcal{O}/m = C(B) \), the field of rational functions of \( B \), and such that the inclusion \( k_o[X,Y] \subseteq \mathcal{O} \) induces an isomorphism \( k_o[X,Y] \rightarrow \hat{\mathcal{O}} \). Consequently we may write \( f \) as a formal power series

\[
f = \sum_{i,j \geq 1} b_{ij} x^i y^j
\]

with coefficients \( b_{ij} \in k_o \). Associated to this power series we may consider the (Newton-Cramer) set (or diagram) of points \( P_{ij} = (i,j) \in \mathbb{R}^2 \) such that \( b_{ij} \neq 0 \). Since \( f \) is not divisible by \( X \) or \( Y \) (because \( K \) is degeneration free), this set contains points on each coordinate axis. As usual, for the Newton-Cramer set thus defined we may consider its convex envelope \( E \) and the associated Newton-Cramer polygon. The sides of this polygon are the maximal segments contained in the boundary of \( E+(\mathbb{R}^+)^2 \).

8.1. Definition

A pair of positive integers \( (p,q) \) is said to be a pair of local characteristic numbers of \( K \) if \( p \) and \( q \) are coprime and there is a side \( S \) in the Newton-Cramer polygon whose slope is \(-q/p\). The multiplicity of the pair \( (p,q) \) is defined as the positive integer \( r \) such that \( r+1 \) is the number of points on \( S \) that have integer coordinates. Symbolically we are going to write \( r(p,q) \) to denote that \( (p,q) \) is a pair of local characteristic numbers of \( K \) with multiplicity \( r \).

It is easy to check that the Newton-Cramer polygon of \( K \), and hence the local characteristic numbers, does not depend on the selection of the local equation \( f \) for \( K \), of the local equations \( X \) and \( Y \) for \( A \) and \( \tilde{A} \), nor of the Cohen field \( k_o \). In fact the local characteristic numbers of \( K \) are related to the structure of the singularity of \( K \) along \( B \). More information on this aspect can be found in [C.1] or [C.2]. In any event, a proof in a broader context is given in §18.
9. Halphen's first formula

9.1. Definition

Let $\Gamma$ be a system and $K$ a condition such that only finitely many conics in $\Gamma$ satisfy $K$. Given a conic $C$, set $e = i_C(K, \Gamma)$ and $e' = i_C(\sigma(K).\Gamma)$, $\sigma \in G$ generic. Then $e'$ will be called improper intersection multiplicity of $K$ and $\Gamma$ at $C$. For $e'$ to be positive it is necessary and sufficient that $C$ is in $\sigma(K) \cap \Gamma$ for all $\sigma \in G$, that is to say, that $C$ be a point in $\Gamma$ that improperly satisfies $K$, and hence, by 6.5, that $C \in B$ and $K \supset B$.

The difference $e - e'$, which is non-negative, will be called proper intersection multiplicity of $K$ and $\Gamma$ at $C$. We will write $p_C(K, \Gamma)$ to denote it. Thus we have that $p_C(K, \Gamma) = i_C(K, \Gamma)$ unless $C \in B$ and $K \supset B$, in which case $0 < p_C(K, \Gamma) < i_C(K, \Gamma)$. However, even in this case, $p_C(K, \Gamma)$ may be positive (see example 9.3).

The sum of all proper multiplicities will be denoted $p(K, \Gamma)$, and the sum of all improper multiplicities $\text{imp}(K, \Gamma)$. Clearly $p(K, \Gamma) + \text{imp}(K, \Gamma) = (K, \Gamma)$, the total intersection number.

The goal in this section is to give an expression of $p(K, \Gamma)$ in terms of the characteristic numbers of $K$ and $\Gamma$. This is done in the theorem that follows.

9.2. Theorem (Halphen's first formula)

Let $\Gamma$ be a system of conics and let $(\mu, \nu)$ be its global characteristic numbers, $\gamma_1, \ldots, \gamma_h$ its degenerations, and $m_i, n_i$ the order and class of $\gamma_i$, $i = 1, \ldots, h$. Let $K$ be a condition with global characteristic numbers $(a, b)$ and local characteristic numbers $r_j(p_j, q_j)$, $j = 1, \ldots, h'$. Assume that only finitely many conics of $\Gamma$ satisfy $K$ (i.e., that $K$ does not contain any component of $\Gamma$). Then
p(K. r) = α_u + β_v - \sum_{i,j} r_j \min(m_i q_j, n_i p_j).

Remarks

(a) Given K and r there is, by 7.2, a non-empty open set G' \subset G such that \sigma(K) \cap r is finite for any \sigma \in G. Theorem 9.2 then applies to \sigma(K) and r, so all conics in \sigma(K) \cap (r-B) are non-degenerate and, if K is reduced, counted once in the intersection. Furthermore, by the definition of improper intersection number the open set G' may be chosen in such a way that p_c(\sigma(K), r) = 0 for every C \in r \cap B. It follows that p(\sigma(K), r) is the number of distinct non-degenerate conics which satisfy \sigma(K), for any \sigma \in G', i.e., the formula gives the number of distinct non-degenerate conics in r which properly satisfy a reduced condition whose datum is generically chosen.

(b) Chasles' formula gives the number of proper solutions either if r does not have degenerations of type B or if B \notin K. Otherwise it gives a number greater than Halphen's.

Proof of 9.2.

By the definitions p(K, r) = (K, r) - \text{imp}(K, r) = \alpha_u + \beta_v - \text{imp}(K, r), the latter by Chasles' formula. Now since a branch \gamma of r centered at C contributes to \text{imp}(K, r) as i_C(\sigma(K), r), \sigma \in G generic, it is enough to prove that

\[ i_C(\sigma(K), \gamma) = \sum_j r_j \min(m_j q_j, n_j p_j), \]

where m and n are the order and class of \gamma. This will be done by actually computing i_{C(\sigma C)}(K, \sigma(\gamma)) for \sigma \in G generic, which is clearly equal to i_C(\sigma(K), \gamma) for \sigma \in G generic.

Using the notations explained in §8, we see that the coefficients \beta_{ij} \in k_0 \subset \hat{O}$ in the power series expansion of f can be approximated, up
to any preassigned order, by elements of $\mathcal{O}$. Thus, if we let $s$ be an integer such that $s \geq (K.r)$ and $s > i+j$ for any point $(i,j)$ in the Newton-Cramer polygon of $f$, then there exist elements $b'_{ij} \in \mathcal{O}$ such that $b'_{ij} - b_{ij} \in m^{s+1} \mathcal{O}$, so that

$$\sum_{i,j \geq 1} b'_{ij} x^i y^j - f \in m^{s+1} \mathcal{O} \cap \mathcal{O} = m^{s+1}$$

(we take $b'_{ij} = 0$ if $b_{ij} = 0$). Since $b_{ij}$ is invertible if it is non-zero, it turns out that $b'_{ij}$ is also invertible when $b_{ij} \neq 0$, and so the Newton-Cramer polygon associated to $\sum b'_{ij} x^i y^j$ coincides with the Newton-Cramer polygon of $f$.

Let $B_0 \subset B$ be a non-empty open set of $B$ such that

(a) The functions $X, Y, f$, and $b'_{ij}$ are regular on $B_0$;
(b) For each $C \in B_0$, $X, Y$, and $f$ respectively generate, in $\mathcal{O}_{W, C}$, the ideals of $A, \mathcal{A}$, and $K$; and
(c) $b'_{ij}$ is either identically zero or everywhere non-zero on $B_0$ (this can be accomplished because $b'_{ij} \in \mathcal{O}^*$ if $b_{ij} \neq 0$).

In the computation of $i_{\sigma(C)}(K.\sigma(\gamma))$, $\sigma \in G$ generic, the conic $D = \sigma(C)$ belongs to $B_0$. Let $\mathcal{O}_D = \mathcal{O}_{W,D}$, so that $\mathcal{O}_D \subset \mathcal{O}$ and $m \cap \mathcal{O}_D = m_D$, the maximal ideal of $\mathcal{O}_D$. Since $X, Y, f, b'_{ij} \in \mathcal{O}_D$, we actually have that

$$\sum_{i,j \geq 1} b'_{ij} x^i y^j - f \in m_D^{s+1},$$

and since $i_D(K.\sigma(\gamma)) = \text{ord}_{\sigma(\gamma)}(f) < (K.r) < s$, it turns out that

$$i_D(K.\sigma(\gamma)) = \text{ord}_{\sigma(\gamma)}(f'), \text{ where } f' = \sum_{i+j \leq s} b'_{ij} x^i y^j.$$

Let $t$ be a parameter for the branch $\sigma(\gamma)$, and set $\xi = \xi(t)$ to
denote the restriction of an element \( \xi \in \mathcal{O}_D \) to \( \sigma(\gamma) \). Then \( \tilde{X} \) and \( \tilde{Y} \) are power series in \( t \) of orders \( n \) and \( m \), respectively. Hence we may assume that

\[
\tilde{X} = t^n + \ldots, \quad \tilde{Y} = ct^m + \ldots,
\]

where \( c \neq 0 \) and where \( \ldots \) stands for higher order terms.

We will set \( c = c(\sigma(\gamma)) \) if we need to stress that \( c \) depends on \( \sigma(\gamma) \). Then the contribution in \( \tilde{f}' \) of a monomial \( b_{ij}x^i y^j \), \( b_{ij} \neq 0 \), is a power series in \( t \) of the form

\[
b_{ij}'(C) c^j t^{ni+mj} + \ldots
\]

Now our task will be first to compute \( \xi = \min(ni+mj) \), for all \( i,j \) such that \( b_{ij} \neq 0 \), and then show that the coefficient of \( t^\xi \) in \( \tilde{f}' \) is non-zero, so that we will have \( i_D(x, \sigma(\gamma)) = \text{ord}_t \tilde{f}' = \xi \).

For the computation of \( \xi \), notice that we only need take into account the points \( (i,j) \) on the Newton-Cramer polygon. We will assume that the sides of this polygon are indexed successively starting with the side which has a vertex (say \( (a,0) \)) on the \( X \)-axis. With this convention a point on the \( i \)-th side of the polygon can be expressed as

\[
(a,0) + r_1(-p_1,q_1) + \ldots + r_{i-1}(-p_{i-1},q_{i-1}) + r(-p_i,q_i),
\]

\( 0 \leq r \leq r_1 \). This point has integer coordinates when \( r \) itself is an integer. The exponent of \( t \) corresponding to such a point is

\[
\xi' = (a - r_1p_1 - \ldots - rp_1)n + (r_1q_1 + \ldots + rq_i)m =
\]

\[
= an + r_1(-p_1n+q_1m) + \ldots + r_{i-1}(-p_{i-1}n+q_{i-1}m) + r(-p_in+q_im).
\]

Because of the way the sides of the polygon have been indexed we have that the quotients \( q_i/p_1 \) increase with \( i \), so that there exists \( j \) such that:
\( \frac{q_j}{p_j} < \frac{n}{m} < \frac{q_{j+1}}{p_{j+1}} \)

(we set \( j = 0 \) if \( \frac{n}{m} < \frac{q_1}{p_1} \), and \( j = h' \) if \( \frac{q_{h'}}{p_{h'}} < \frac{n}{m} \). Then we see that

\[
\begin{align*}
-p_in + q_im
\end{align*}
\]

< 0 for \( i < j \)

> 0 for \( i > j \)

and hence \( \ell' \) will be minimum only when \( i-1 = j \) and \( r = 0 \) if \( \frac{n}{m} < \frac{q_{j+1}}{p_{j+1}} \) (i.e., the minimum is taken exactly at a vertex of the polygon), or when \( i-1 = j \) and for any \( r \) such that \( 0 < r < r_{j+1} \) if \( \frac{n}{m} = \frac{q_{j+1}}{p_{j+1}} \) (i.e., the minimum is taken at all points that lie on the \((j+1)\)-th side of the polygon). In any case the minimum we are seeking is

\[
\lambda = (r_1q_1+\ldots+r_jq_j)m + (a-r_1p_1-\ldots-r_jp_j)n = \\
= (r_1q_1+\ldots+r_jq_j)m + (r_{j+1}p_{j+1}+\ldots+r_{h'}p_{h'})n = \\
= \sum r_i \min(mq_i, np_i)
\]

The proof of the theorem will be completed if we show that the coefficient of \( t^k \) in \( \tilde{f} \) is non-zero. Notice that this is automatically true if \( \frac{n}{m} < \frac{q_{j+1}}{p_{j+1}} \). If \( \frac{n}{m} = \frac{q_{j+1}}{p_{j+1}} \), then the coefficient of \( t^k \) has the form \( g(c) \), where \( g \) is a non-zero polynomial which only depends on \( \gamma \), and not on \( \sigma \). Since \( g \) has only a finite number of roots, it will be enough to show that there are elements \( \tau \in \mathcal{G} \) leaving \( D \) fixed and such that \( c(\tau \sigma(\gamma)) \) is not a root of \( g \). This will be done by seeing that \( c(\tau \sigma(\gamma)) \) takes infinitely many values as a function of \( \tau \), \( \tau \) leaving \( D \) fixed.

Indeed, let \( P \) and \( u \) be the point and the line used to define \( X \) and \( Y \) (see §4). Let \( \tau \) be the homology with center at \( P \), axis the line \( v \) such that \( v^2 \) is the point component of \( D \), and modulus \( z \in \mathbb{C}^* \). Then it is clear that \( \tau(D) = D \). Since \( \tau \) leaves invariant the lines through \( P \), \( X \circ \tau = X \). However, \( Y \circ \tau = zY \), as one sees considering the restriction of \( \tau \) to \( u \). Thus, for such a \( \tau \), \( c(\tau \sigma(\gamma)) = zc(\sigma(\gamma)) \). \( \square \)
9.3. Example

We construct a condition $K$, a system $\Gamma$ and a conic $C$ such that $C \in B$, $K \supset B$, and $p_C(K, \Gamma) = i$.

Let $P_0, P_1, P_2$, $U$ be a projective system of coordinates. Let $Q_t = (1, 1, 0)$ and $Q_t = (1, 0, t)$, $t \neq 0$. Now let $\Gamma$ be the pencil of conics

$$C_\lambda: \lambda(X_0^2 - 2X_1X_2) + X_2^2$$

and let $K$ be the condition defined by

$$K_t: \ Y = Y^2 + X.$$ 

Here $Y, X$ are defined as follows:

$$Y = Y(C) = [(P_2, P_0, Q_t, R) - (P_2, P_0, Q_t, R')]^2,$$

where $R, R'$ are the points where $C$ intersects the line $P_0P_2$, and

$$X = X(C) = [(u_1, u_0, u', v) - (u_1, u_0, u', v')]^2,$$

where $v, v'$ are the tangents to $C$ drawn from $P_2$ and $u_1 = P_2P_0$, $u_0 = P_2P_1$, and $u' = P_2U'$.

The system $\Gamma$ has the conic $X_2^2 = 0$, with $P_1$ as a double focus, as a degeneration of type $B$. Let $C$ denote this conic. Since $Y(C_\lambda) = 4\lambda/t^2$ and $X(C_\lambda) = 4\lambda$, as one easily computes, then $i_C(K, \Gamma)$ is the multiplicity in $\lambda$ of the polynomial

$$4t^{-4}(4\lambda + t^4 - t^2).$$

For $t = \pm 1$, this multiplicity is 1, while for $t = \pm 1$ it is equal to 2. Since clearly all the conditions $K_t$ are in the same orbit we see that for $t = \pm 1$ $\text{im}_C(K_t, \Gamma) = 1$ and $p_C(K_t, \Gamma) = 1$. $\Box$
§ 10. Computation of characteristic numbers

In this section we establish a method for determining the (local and global) characteristic numbers of a condition. This is done by intersecting the condition with a suitable surface and by relating the characteristic numbers to numerical characters of the intersection curve.

10.1. Lemma

Given a condition $K$, there exists a non-empty open set $B_0 \subseteq B$ such that if $S$ is an irreducible surface cutting $B$ transversally at $C \in B_0$ then the restrictions $\bar{X}$ and $\bar{Y}$ of $X$ and $Y$ to $S$, respectively, form a system of parameters for $S$ in a neighbourhood of $C$. Furthermore, if $S \not\subseteq K$ then the Newton-Cramer polygon of the curve $K \cap S$ with respect to the parameters $\bar{X}, \bar{Y}$ coincides with the Newton-Cramer polygon of $K$.

Proof

With the same notations as in the proof of 9.2, given $C \in B_0$ there exists $b'_{ij} \in \mathcal{O}_C$ such that the Newton-Cramer polygon of

$$\sum_{i+j \leq s} b'_{ij} x^i y^j$$

coincides with the Newton-Cramer polygon of $K$. Moreover,

$$f - \sum_{i+j \leq s} b'_{ij} x^i y^j \in \mathfrak{m}_C^{s+1}$$

and $b'_{ij} \neq 0$ if $b_{ij} \neq 0$. Now the transversality condition implies that $\bar{X}, \bar{Y}$ generate the maximal ideal $\mathfrak{m}_C$ of $\mathcal{O}_{S, C}$, and so we have

$$\bar{f} - \sum_{i+j \leq s} b'_{ij} \bar{x}^i \bar{y}^j \in \mathfrak{m}_C^{s+1},$$

where for an element $h \in \mathcal{O}_C$, $\bar{h}$ denotes its restriction to $S$. From this relation the last part of the statement follows immediately. \(\Box\)
10.2. Corollary

The local characteristic numbers of degeneration free conditions are additive.

Proof

Lemma 10.1 allows us to deal with locally plane curves instead of conditions (not necessarily reduced). Now for locally plane curves it is well known (cf. [Wal]) that the negative slopes of the sides of the Newton-Cramer polygon are the first exponents in the Puiseux series of the branches of the curve and that the sum of the orders of the branches corresponding to a given side is the number of integral points on that side decreased by 1 from what the additivity for curves is clear.

To describe the particular surface $S$ which will be used, fix a triangle $T$ in $\mathbb{P}^2$ and set $x_i$, $u_i$, $i=0,1,2$, to denote its vertexes and sides, respectively, with $u_i$ the side opposite $x_i$. Let $S=S_T$ be the surface in $\mathbb{W}$ of all conics for which $T$ is a self-polar triangle. If we take $T$ as a projective system of coordinates then the conics $C=(c,c')$ of $S_T$ are precisely those for which the matrices of $c$ and $c'$ are diagonal.

Let us denote by $u_i^2$ the point conic consisting of the line $u_i$ counted twice and by $x_i^2$ the envelope consisting of the pencil of lines through $x_i$ counted twice. Then $p(S_T)$ is a plane in $\mathbb{P}^5$ and $p: S_T \longrightarrow p(S_T)$ is the blowing up of $p(S_T)$ at the points $u_0^2$, $u_1^2$, and $u_2^2$. Similarly, $t(S_T)$ is a plane in $\mathbb{P}^5$ and $t: S_T \longrightarrow t(S_T)$ is the blowing up of $t(S_T)$ at the points $x_0^2$, $x_1^2$, and $x_2^2$. Equivalently, $S_T$ is the graph of the quadratic Cremona transformation $p(S_T) \longrightarrow t(S_T)$ whose fundamental triangles are $(u_0^2,u_1^2,u_2^2)$ in $p(S_T)$ and $(x_0^2,x_1^2,x_2^2)$ in $t(S_T)$.

The intersection $S_T \cap A$ consists of the three mutually disjoint pencils $H_i$, $i=0,1,2$, defined as follows: $H_i$ is the pencil of pairs of lines that have $x_i$ as a double point and harmonically divide the pair of lines $(u_j,u_j)$
going through $x_i$. Each of these pencils has multiplicity one in the intersection — notice that $p(A) = D$ and $p(S_T)$ are respectively a cubic hypersurface and a plane in $P_5$.

Dually, the intersection $S_T \cap A$ consists of three disjoint ranges $H_i$, $i=0,1,2$, where the conics in $H_i$ have $u_i^2$ as point component and two points on $u_i$ harmonically dividing the two vertexes of $T$ on $u_i$ as line component. The multiplicity of $H_i$ in $S_T \cap A$ is one.

Each pencil $H_i$ meets precisely two $H_j$'s, and conversely, each $H_i$ meets two $H_j$'s. In fact if $(i,j,k)$ is a permutation of $(1,2,3)$, then $H_i$ intersects $H_j$ and $H_k$ but not $H_i$, and $H_i$ intersects $H_j$ and $H_k$, but not $H_i$. If for $i \neq j$ we let $C_{ij}$ denote the conic $(u_i^2, x_j^2)$, then $H_i \cap H_j = \{C_{ij}\}$. From this it follows that $S_T \cap B$ consists of the six conics $C_{ij}$ and each of them has multiplicity one in this intersection.

Let $K$ be a reduced (degeneration free) condition. Let $(s, \beta)$ and $r_i(p_i, q_i)$, $i=1, \ldots, s$, denote the global and local characteristic numbers of $K$, respectively. Given a triangle $T = \{x_0, x_1, x_2\}$ in $P_2$ we will as before denote by $u_0, u_1, u_2$ the sides of $T$, with the convention that $x_i \notin u_i$. We choose such a triangle $T$ in such a way that the conics $C_{ij} = (u_i^2, x_j^2)$ belong to the open set $B_0$ of lemma 10.1 and that $S_T \cap K$ is a reduced curve. Let $T$ be the triangle of $P_5$ whose vertexes are $u_0^2, u_1^2, u_2^2$, so that the plane that $T$ determines consists of the point conics which have $T$ as a self-polar triangle, i.e., $T = p(S_T)$. With these notations we have:

10.3. Theorem

The conic locus components of the conics in $S_T$ that satisfy $K$ form a curve $K'$ in the plane of $T$ which has the following properties:

(a) $\deg K' = s + 2 \beta$;
(b) The vertexes of $T$ are points of multiplicity $\beta$ on $K'$; and
(c) Given a vertex of $T$ and a side concurring in it, for each branch
γ of K' with center at the vertex and tangent to the given side there exist
a unique i such that ordγ = \( \ell p_i \), class γ = \( \ell q_i \), \( \ell \) a positive integer.

Moreover, \( \sum \ell = r_i \), where the sum ranges over all such branches with
fixed i.

Proof

Let \( S = S_T \subseteq W \) be the surface of conics which have \( T \) as a self-polar
triangle and set \( \bar{K} = K \cap S \). We will analyze the behaviour of \( \bar{K} \) in the
neighbourhood of \( C_{01} \). If \( \bar{X} \) and \( \bar{Y} \) denote the restrictions of \( X \) and
\( Y \) to \( S \) (notations of lemma 10.1), then \( \bar{X} \) is a local equation of \( \bar{H}_1 \)
and \( \bar{Y} \) of \( \bar{H}_0 \), both at \( C_{01} \). By lemma 10.1, for each branch \( \bar{\gamma} \) of
\( \bar{K} \) at \( C_{01} \) there exists a unique \( i, 1 \leq i \leq s \), such that the parametric
equations of \( \bar{\gamma} \) are of the form

\[
\begin{align*}
\bar{X} &= \lambda p_i f(\lambda), \\
\bar{Y} &= \lambda q_i g(\lambda), \\
f(0) &\neq 0, \\
g(0) &\neq 0.
\end{align*}
\]

Moreover, \( \sum \ell = r_i \), where the sum ranges to all such branches \( \bar{\gamma} \) with
i fixed. On the other hand, by Chasles' theorem 5.5 the intersection number
of \( \bar{K} \) with \( \bar{H}_1 \) and \( \bar{H}_0 \) are, respectively, \( a \) and \( b \). Now \( K' = p(\bar{K}) \),
\( p(\bar{H}_0) = u_0^2 \), and since \( p \) is, locally at \( u_0^2 \), the blowing up of \( u_0^2 \),
we see that \( K' \) has multiplicity \( b \) at \( u_0^2 \). Furthermore, the correspondence
\( \bar{\gamma} \rightarrow \gamma = p(\bar{\gamma}) \) establishes a bijection between the branches \( \bar{\gamma} \) of \( \bar{K} \) at
\( C_{01} \) and the branches of \( K' \) at \( u_0^2 \) which are tangent to \( p(H_1) \), one
of the sides of \( T \) going through \( u_0^2 \) (the other side is \( p(H_2) \)). Now if
\( \bar{\gamma} \) is the branch given by the equations above, then \( \gamma \) is a branch of order
\( \ell p_i \) and its intersection multiplicity with \( p(H_1) \) is \( \ell (p_i + q_i) \), so that its
class is \( \ell q_i \). Moreover, the order of \( K' \) is \( a + 2b \), because
\( K' = p(K) \cap p(S_T) \) is a plane section of \( p(K) \). The proof of the theorem
is complete if we take into account that the same analysis that we have
applied to \( C_{01} \) works for any \( C_{ij} \), \( i \neq j \). □
10.4. Corollary

If \( K \) is a degeneration free condition with global characteristic numbers \((a,\beta)\) and local characteristic numbers \( r_i(p_i,q_i), \) \( i=1,\ldots,s, \) then
\[
\alpha > 2\sum r_i q_i, \quad \beta > 2\sum r_i p_i.
\]

**Proof**

By 10.2 we may assume that \( K \) is irreducible. With the same notations as in the theorem, notice that the intersection number of \( p(H_1) \) with \( K' \) is \( \alpha + 2\beta, \) and hence
\[
\alpha + 2\beta > i_2^o(p(H_1),K') + i_2^u(p(H_1),K').
\]

But by the theorem both summands are \( \beta + \sum r_i q_i. \) The second inequality can be seen either by duality or else by noticing that since \( \beta \) is the multiplicity of \( K' \) at the vertex it cannot be greater than the sum of the orders of the branches of \( K' \) centered at \( u_0^2. \) \( \square \)

§11. Examples

11.1. (The conditions \( S_{p,q} \))

Let \( X \) and \( Y \) be functions defined as at the end of §4, say by means of a line \( u \) and a point \( P, \) \( P \in u. \) For any non-zero polynomial \( Q(X,Y), \) the relation \( Q(X,Y) = 0 \) determines a hypersurface in the open set of conics that do not pass through \( P \) and are not tangent to \( u. \) We will set \( K_Q \) to denote the closure of such a hypersurface.

To get some intuitive feeling for this type of hypersurfaces recall that in Euclidean terms the function \( X \) is the square of the length of the segment cut out on \( u \) by a conic and that \( Y \) is the square of the tangent of the angle between the tangents to a conic drawn from \( P. \)
10.4. Corollary

If $K$ is a degeneration free condition with global characteristic numbers $(a, b)$ and local characteristic numbers $r_i(p_i, q_i)$, $i=1, \ldots, s$, then

$$a > 2\sum r_i q_i, \quad b > 2\sum r_i p_i.$$ 

Proof

By 10.2 we may assume that $K$ is irreducible. With the same notations as in the theorem, notice that the intersection number of $p(H_1)$ with $K'$ is $a + 2b$, and hence

$$(a + 2b) \geq \alpha^2 (p(H_1).K') + \beta^2 (p(H_1).K').$$

But by the theorem both summands are $\beta + \sum r_i q_i$. The second inequality can be seen either by duality or else by noticing that since $\beta$ is the multiplicity of $K'$ at the vertex it cannot be greater than the sum of the orders of the branches of $K'$ centered at $u_2^2$. \[\square\]

§11. Examples

11.1. (The conditions $S_{p, q}$)

Let $X$ and $Y$ be functions defined as at the end of §4, say by means of a line $u$ and a point $P$, $P \in u$. For any non-zero polynomial $Q(X, Y)$, the relation $Q(X, Y) = 0$ determines a hypersurface in the open set of conics that do not pass through $P$ and are not tangent to $u$. We will set $K_Q$ to denote the closure of such a hypersurface.

To get some intuitive feeling for this type of hypersurfaces recall that in Euclidean terms the function $X$ is the square of the length of the segment cut out on $u$ by a conic and that $Y$ is the square of the tangent of the angle between the tangents to a conic drawn from $P$. 

The local characteristic numbers of $K_Q$ can be obtained directly from the Newton-Cramer polygon of $Q$, inasmuch as $Q(X,Y)$ is a local equation of $K_Q$ at the generic point of $B$.

In particular, set $S_{p,q}$ to denote the condition $K_Q$ obtained taking $Q(X,Y) = \lambda X^p Y^q$, where $p, q$ are coprime positive integers and $\lambda$ is a non-zero complex number. Then it is clear that $S_{p,q}$ has a single pair of local characteristic numbers, namely $(p, q)$. Moreover, its global characteristic numbers are given by $\alpha = 2q$, $\beta = 2p$. This can be seen directly using the description of $X$ and $Y$ in § 4, or by means of the method described in § 10.

In fact if $P_0, P_1, P_2, Q$ is a projective system of coordinates and $u_0, u_1, u_2, v$ is the dual system, let $Q_2$ be the projection of $Q$ on $u_2$ from $P_2$, and let $v_0$ be the line constructed as $Q_2$ but dually, using $P_0$ and $u_0$ (see figure).

Then if we use $u_2$ and the points $P_0, P_1$, and $Q_2$ to define $Y$ we get

$$Y(C) = 4 \frac{a_{22}}{a_{00}}$$

(see the proof of 4.3). If we define $X$ dually, with respect to $P_0, u_2, u_1, v_0$ then
From these expressions it is easy to see that the hypersurface $S_{p,q}$ defined by means of $X$ and $Y$ is given by the bihomogeneous equation

$$\lambda a_{22}^{2p} = a_{00}^{2q} \cdot$$

This shows that $S_{p,q}$ lies in the linear pencil generated by the (linearly equivalent) divisors $qA+(2p+q)L_{u_2}$ and $pA+(p+2q)L_{p_0}$. In particular the global characteristic numbers of $S_{p,q}$ are $(2q,2p)$.

11.2. Proposition

The conditions

$$\alpha > 2 \sum_{i=1}^{s} r_i q_i, \quad \beta > 2 \sum_{i=1}^{s} r_i p_i$$

are necessary and sufficient in order that it exists a degeneration free condition whose global and local characteristic numbers are, respectively, $(\alpha, \beta)$ and $r_i(p_i,q_i)$, $i=1,\ldots,s$.

Proof

The conditions are necessary by corollary 10.4. To see that they are sufficient, let

$$K = \sum_{i=1}^{s} r_i S_{p_i,q_i} + (\alpha-2 \sum_{i=1}^{s} r_i q_i)L + (\beta-2 \sum_{i=1}^{s} r_i q_i)\bar{L}$$

Then $K$ is effective and degeneration free, and by corollary 10.2 its global and local characteristic numbers are, respectively, $(\alpha,\beta)$ and $r_i(p_i,q_i)$, $i=1,\ldots,s$. \qed

We proceed with the examples.

11.3. (Conditions expressing a relation to a fixed conic)

Let $C$ and $C'$ be conics with matrices $((a_{ij}), (a_{ij}))$ and $((b_{ij}), (b_{ij}))$,
respectively. As usual we will denote by \( \Delta, \Theta, \Theta', \) and \( \Delta' \) the fundamental invariants of \( C \) and \( C' \), so that

\[
\det(\lambda(a_{ij}) + \mu(b_{ij})) = \Delta \lambda^3 + \Theta \lambda^2 \mu + \Theta' \lambda \mu^2 + \Delta' \mu^3.
\]

In the special case that \( (a_{ij}) \) is a diagonal matrix, say \( \text{diag}(a_0, a_1, a_2) \) (so that the triangle of reference \( T \) is self-polar with respect to \( C \)),

\[
\begin{align*}
\Delta &= a_0 a_1 a_2 \\
\Theta &= b_{oo} a_1 a_2 + b_{11} a_0 a_2 + b_{22} a_0 a_1 \\
\Theta' &= a_0 \beta_{oo} + a_1 \beta_{11} + a_2 \beta_{22} \\
\Delta' &= \det(b_{ij})
\end{align*}
\]

These expressions are useful because if \( K \) is the condition that a conic \( C \) satisfies a relation to a fix conic \( C' \) expressed as a polynomial relation

\[
Q(\Delta, \Theta, \Theta', \Delta') = 0
\]

between the fundamental invariants of the pair \( C, C' \), then the equation of the curve \( p(K \cap S_T) \) is obtained substituting \( \Delta, \Theta, \Theta', \Delta' \) in \((**)\) for the expressions \((*)\).

Here are a few examples (cf. [S-K], Ch. VIII, 3):

\( (K_1) \) The condition that a conic \( C \) is triangularly circumscribed to a conic \( C' \) is expressed by the relation

\[
\Theta'^2 - 4 \Delta' \Theta = 0.
\]

After performing the above substitution one gets a conic in the plane \( p(S_T) \) that does not go through the vertexes of \( T \) (notations as in theorem 10,3). Therefore \( a=2, \beta=0 \) and there are no local characteristic numbers.
(K1) By duality the condition that a conic $C$ is triangularly inscribed in a conic $C'$ will have $a=0, b=2$, and no local characteristic numbers. Notice however that such a condition is expressed by the relation

$$\theta^2 - 4b\theta' = 0,$$

which, after performing the substitution (*), yields a quartic curve in $p(S_T)$. This quartic has an ordinary node at each vertex of $T$ the tangents of which are distinct from the sides of $T$ concurring thereto. Thus we get indeed $a=0, b=2$, and that there are no local characteristic numbers.

(K2) The condition that a conic $C$ has a pair of common tangents with $C'$ whose intersection point is collinear with two points of $C \cap C'$ is expressed by the (self-dual) relation

$$a\theta^3 + b'\theta^3 = 0.$$

After substituting (*) in it one gets a sextic in $p(S_T)$ with an ordinary node at each vertex whose tangents coincide with the sides of $T$ concurring thereto. Therefore $a=b=2$ and $(1,1)$ is the only pair of local characteristic numbers.

11.4. (Tangency to a curve)

Let $F$ be an irreducible curve in $\mathbb{P}_2$. Given a point $P \in F$ and a conic $C$ through $P$, we will say that $C$ is tangent to $F$ at $P$ if $F$ and $C$ have a common tangent at $P$. Let $K = K_F$ be the set of conics that are tangent to $F$.

Notice that if we had taken the tangency of $C$ and $F$ at $P$ to mean that $i_P(C,F) > 1$ then the set of conics tangent to $F$ (in this weaker sense) would be $K_F \cup K'$, where $K'$ is the set of conics going through a singular point of $F$. 

Let \( g \) be the geometric genus of \( F \), \( d \) its degree and \( \tilde{d} \) its class. Let \( d_i, 1 \leq i \leq r \), be the orders of the singular branches \( \gamma_i \) of \( F \) (i.e., branches whose order is greater than one). Fix a generic pencil \( L \) of conics and consider the map

\[
\sigma : F \rightarrow L
\]

such that \( \sigma(P) \) is the unique conic in \( L \) going through \( P \). Clearly \( \deg(\sigma) = 2d \) and so, by Hurwitz's formula,

\[
2g - 2 = -\Delta d + \deg(R)
\]

where \( R \) is the ramification divisor of \( \sigma \). Now since \( L \) is generic, the finitely many conics in \( L \) that are tangent to \( F \) have a single tangency. It turns out that \( R \) is the sum of the points \( P \) on \( F \) for which there is a conic of \( L \) which is tangent to \( F \) at \( P \) plus the singular branches \( \gamma_i \) of \( F \), the \( i \)-th such being counted with multiplicity \( d_i - 1 \). Therefore

\[
\deg R = \deg p(K_F) + \sum_{i=1}^{r} (d_i - 1) = a + 2\beta + \sum_{i=1}^{r} (d_i - 1),
\]

where \((a, \beta)\) are the global characteristic number of \( K_F \). Comparing with the previous relation we get that

\[
a + 2\beta = 2g - 2 + \Delta d - \sum_{i=1}^{r} (d_i - 1).
\]

On the other hand

\[
2g - 2 + 2d = \tilde{d} + \sum_{i=1}^{r} (d_i - 1),
\]

as is seen by a similar argument with a generic pencil of lines instead of \( L \). Hence

\[
a + 2\beta = 2d + \tilde{d}.
\]

Dually,

\[
2a + \beta = d + 2\tilde{d},
\]
and therefore \( a = \bar{d}, \ b = d \). Since \( B \notin K \), there are no local characteristic numbers.

§ 12. Strict equivalence of conditions

Let \( Z \) be the group of divisors that do not have \( A \) or \( \bar{A} \) as components. The elements of \( Z \) will be called degeneration free divisors of \( W \). The effective divisors in \( Z \) is what we have been calling degeneration free conditions. The additive character of Halphen's formula 9.2 implies that it is also valid for degeneration free divisors if the notions of local and global characteristic numbers are extended to \( Z \) by additivity.

12.1. Definition (Halphen [H2], §27)

Given \( D_1, D_2 \in Z \), \( D_1 \) is said to be strictly equivalent to \( D_2 \) iff for any system of conics \( r \) the proper intersection numbers of \( r \) with \( D_1 \) and \( D_2 \) coincide whenever they are defined.

Halphen calls this relation "equivalence de conditions". It is a numerical equivalence, but relative to the number of proper solutions. As we will see in a moment, this is a much stronger equivalence than the usual numerical equivalence.

The quotient group of \( Z \) under the strict equivalence will be called Halphen's group and denoted by \( \text{Hal}(W) \). The strict equivalence class of a divisor \( D \in Z \) will be denoted by \( \langle Z \rangle \).

12.2. Theorem

Two degeneration free divisors are strictly equivalent iff their global and local characteristic numbers coincide.
and therefore $a=d, b=d$. Since $B \not\in K_F$, there are no local characteristic numbers.

§ 12. Strict equivalence of conditions

Let $Z$ be the group of divisors that do not have $A$ or $\tilde{A}$ as components. The elements of $Z$ will be called degeneration free divisors of $W$. The effective divisors in $Z$ is what we have been calling degeneration free conditions. The additive character of Halphen's formula 9.2 implies that it is also valid for degeneration free divisors if the notions of local and global characteristic numbers are extended to $Z$ by additivity.

12.1. Definition (Halphen [H2], § 27)

Given $D_1, D_2 \in Z$, $D_1$ is said to be strictly equivalent to $D_2$ iff for any system of conics $r$ the proper intersection numbers of $r$ with $D_1$ and $D_2$ coincide whenever they are defined.

Halphen calls this relation "equivalence de conditions". It is a numerical equivalence, but relative to the number of proper solutions. As we will see in a moment, this is a much stronger equivalence than the usual numerical equivalence.

The quotient group of $Z$ under the strict equivalence will be called Halphen's group and denoted by Hal(W). The strict equivalence class of a divisor $D \in Z$ will be denoted by $<Z>$.

12.2. Theorem

Two degeneration free divisors are strictly equivalent iff their global and local characteristic numbers coincide.
Proof

That the condition is sufficient is clear due to the extension of Halphen's formula to degeneration free divisors. To see the necessity, it is enough to consider the case of two degeneration free conditions $K$ and $K'$. Let $a, b,$ and $r_i(p_i, q_i), \ 1 \leq i \leq s$, be the global and local characteristic numbers of $K$, and $a', b', \text{and} \ r'_j(p'_j, q'_j), \ 1 \leq j \leq s'$ the like characters for $K'$. Assume that $K$ and $K'$ are strictly equivalent. We want to show that the two sets of characteristic numbers are equal.

That the global characters coincide can be seen by taking for $\Gamma$ a pencil or a range of conics, cases in which Halphen's formula does not involve local terms, and expressing that $p(\Gamma, K) = p(\Gamma, K')$.

Now it is easy to see that for any pair $(m, n)$ of positive integers there exists a system $\Gamma$ of conics not contained in any component of $K$ or $K'$ and such that it has a unique degeneration $\gamma$ of type B whose order and class are $m$ and $n$, respectively(*) . The definition of strict equivalence between $K$ and $K'$, together with the equality of the global characteristic numbers of $K$ and $K'$, yield the equality

\[ \sum_{i=1}^{s} r_i \min(mp_i, nq_i) = \sum_{j=1}^{s'} r'_j \min(mp'_j, nq'_j), \]

which must be fulfilled for all pairs $(m, n)$ of positive integers.

Without loss of generality we may assume that

\[ p_i/q_i < p_{i+1}/q_{i+1} \quad \text{and} \quad p'_j/q'_j < p'_{j+1}/q'_{j+1}, \quad 1 \leq i < s, \ 1 \leq j < s'. \]

If we had that $r_i = r'_i$ and $p_i/q_i = p'_i/q'_i$ for $1 \leq i \leq \inf(s, s')$ then (*) would imply immediately that $s = s'$ and hence the two sets of characteristic numbers are equal.

(*) Such a system is actually constructed in § 19
numbers would coincide. So assume that for some \( i, 1 < i < \inf(s, s'), r_h = r_h' \) and \( p_h/q_h = p_h'/q_h' \) for all \( h < i \), but that either

\[
p_i/q_i \neq p_i'/q_i'
\]
or else

\[
p_i/q_i = p_i'/q_i' \quad \text{and} \quad r_i \neq r_i'.
\]

From this we will derive a contradiction and hence the theorem will be proved.

Let us first consider the assumption \( p_i/q_i \neq p_i'/q_i' \). Again, without loss of generality, we may assume \( p_i/q_i < p_i'/q_i' \). Now choose \((m, n)\) so that

\[
(\ast) \quad p_i/q_i < n/m < p_i'/q_i'.
\]

Then one has the following relations:

\[
\begin{align*}
p_jm &= p_j'm < q_jn = q_j'n & \text{for} & \quad 1 < j < i-1, \\
p_im &< q_in, \quad p_i'm > q_i'n & \text{for} & \quad i < j < s, \\
p_j'm > q_j'n & \text{for} & \quad i < j < s'. \\
\end{align*}
\]

Combining these relations with \((\ast)\) we obtain that

\[
ri p_i^m/n = \sum_{j=1}^{s'} r_j'q_j' - \sum_{j=i+1}^{s} r_jq_j,
\]

which contradicts the fact that there are infinitely many rational numbers satisfying \((\ast)\).

The assumption \( p_i/q_i = p_i'/q_i' \), \( r_i \neq r_i' \), leads likewise to a contradiction. This time choose \((m, n)\) so that

\[
p_i/q_i = p_i'/q_i' < m/n < \min(p_{i+1}/q_{i+1}, p_i'/q_i'+1).
\]
A similar argument then shows that

\[ (r_i^1 - r_i^1)^2 \sum_{j=1}^{s_i} r_j q_i = \sum_{j=1}^{s_i} r_j q_i^1 - \sum_{j=1}^{s_i} r_j q_j, \]

which gives a contradiction of the same sort as above.

12.3. Corollary

Hal(W) is a free abelian group for which the classes <L>, <L>, and <S_p,q>, where (p,q) is any pair of positive coprime integers, are a free basis. Furthermore, a linear combination of distinct elements of such a basis is the class of a degeneration free condition iff the coefficients of the combination are non-negative and not all zero.

Proof

First notice that given a pair of positive coprime integers (p,q) then the conditions S_p,q introduced in 11.1 are strictly equivalent to each other. In fact the characters of S_p,q are independent of the choices made in their definition. Similarly, L and L uniquely define classes under the strict equivalence, since they do not have local characteristic numbers and their global characteristic numbers are (1,0) and (0,1), respectively.

Next notice that given a degeneration free divisor D with characteristic numbers α,β, r_i(p_i,q_i), 1 ≤ i ≤ s, then the divisor

\[ D' = (\alpha - 2\sum_i r_i q_i)L + (\beta - 2\sum_i r_i p_i)L + \sum_i r_i S_{p_i,q_i} \]

has the same characteristic numbers as D, so that <D> = <D'> is a linear combination with integer coefficients of <L>, <L>, and the <S_p,q>.

If D is a condition, then by 11.2 these coefficients are non-negative and not all zero. Conversely, if they are non-negative and not all zero then D is strictly equivalent to a condition. That <L>, <L>, and the <S_p,q>
are \( \mathbb{Z} \)-linearly independent is clear enough.

12.4. Remark

The conditions \( L, \bar{L}, \) and \( S_{p,q} \) are called elementary conditions by Halphen. He proves ([H.2], theorem IV) that they generate \( \text{Hal}(W) \). This fact turns out to be a fundamental one in [H.3]. However, it is not until the end of [H.3] that Halphen characterizes in intrinsic terms, for a condition \( D \), the coefficient of a given elementary condition in a linear combination of elementary conditions expressing \( D \). This characterization actually implies that the linear combination that expresses a given \( D \) is unique. □

§13. Systems of conics contained in \( S_{p,q} \)

In this section we are interested in analyzing the possible degenerations of a system of conics under the hypothesis that all of them satisfy an elementary condition.

To start with, let \( P \) be a point and \( u \) a line in \( P_2 \) such that \( P \in u \). Let \( S_{p,q} \) be a condition defined as in 11.1 using \( P \) and \( u \) (here we need not specify the other choices in the definition). Then we have:

13.1. Proposition

Let \( \Gamma \) be a system of conics such that \( \Gamma \subseteq S_{p,q} \) and let \( \gamma \) be a degeneration of type B of \( \Gamma \). Set \( (v^2, Q^2) \) to denote the center of \( \gamma \), so that \( v \) is a line and \( Q \) a point on it, and let \( m, n \) be the order and class of \( \gamma \), respectively. With these notations,

(a) If \( m/n > p/q \), then \( v \) goes through \( P \);
(b) If \( m/n < p/q \), then \( Q \) lies on \( u \);
(c) Therefore, if \( v \) does not go through \( P \) and \( Q \) does not lie on \( u \) then
are \( \mathbb{Z} \)-linearly independent is clear enough.

12.4. Remark

The conditions \( L, \bar{L}, \) and \( S_{p,q} \) are called elementary conditions by Halphen. He proves ([H.2], theorem IV) that they generate \( \text{Hal}(W) \). This fact turns out to be a fundamental one in [H.3]. However, it is not until the end of [H.3] that Halphen characterizes in intrinsic terms, for a condition \( D \), the coefficient of a given elementary condition in a linear combination of elementary conditions expressing \( D \). This characterization actually implies that the linear combination that expresses a given \( D \) is unique. \( \Box \)

§13. Systems of conics contained in \( S_{p,q} \)

In this section we are interested in analyzing the possible degenerations of a system of conics under the hypothesis that all of them satisfy an elementary condition.

To start with, let \( P \) be a point and \( u \) a line in \( \mathbb{P}^2 \) such that \( P \in u \). Let \( S_{p,q} \) be a condition defined as in ii.1 using \( P \) and \( u \) (here we need not specify the other choices in the definition). Then we have:

13.1. Proposition

Let \( \Gamma \) be a system of conics such that \( \Gamma \subset S_{p,q} \) and let \( \gamma \) be a degeneration of type B of \( \Gamma \). Set \((v^2, Q^2)\) to denote the center of \( \gamma \), so that \( v \) is a line and \( Q \) a point on it, and let \( m,n \) be the order and class of \( \gamma \), respectively. With these notations,

(a) If \( m/n > p/q \), then \( v \) goes through \( P \);
(b) If \( m/n < p/q \), then \( Q \) lies on \( u \);
(c) Therefore, if \( v \) does not go through \( P \) and \( Q \) does not lie on \( u \) then
\[ \frac{m}{n} = \frac{p}{q} \]

Proof

In §4 we saw that

\[
\begin{align*}
div_w(X) &= A + L_p - 2L_u \\
div_w(Y) &= A + L_u - 2L_p
\end{align*}
\]

where \( X, Y \) are the functions used to define \( S_{p,q} \), \( \text{div}_w(f) \) is the divisor on \( W \) of the rational function \( f \), and where \( L_p \) and \( L_u \) are, respectively, the hypersurface of conics which go through \( P \) and which are tangent to \( u \). Consequently,

\[
\begin{align*}
\text{ord}_v(X) &= n + (\gamma \cdot L_p) - 2(\gamma \cdot L_u) \\
\text{ord}_v(Y) &= m + (\gamma \cdot L_u) - 2(\gamma \cdot L_p)
\end{align*}
\]

with the convention that, for a hypersurface \( H \), \( (\gamma, H) = 0 \) iff \( \gamma \) is contained in \( H \).

Since \( \tau \subset S_{p,q} \), we have

\[ p \text{ ord}_v(X) = q \text{ ord}_v(Y) \]

and so

\[ (*) \quad pn - qm = (2p+q)(\gamma \cdot L_u) - (p+2q)(\gamma \cdot L_p) . \]

Now if we assume that \( m/n < p/q \), i.e., \( pn-qm > 0 \), then necessarily \( (\gamma \cdot L_u) > 0 \). But this means that the origin \( (v^2, q^2) \) of \( \gamma \) is tangent to \( u \) and hence that \( Q \in u \). This proves (b). The proof of (a) is similar. \( \square \)

The previous proposition can be somewhat extended to other conditions. In order to explain this, (symbolically) denote \( L_p \) by \( S_{0,1/2} \) and \( L_u \) by \( S_{1/2,0} \). Actually we will think of \( S_{0,1/2} \) as defined by means of point \( P \) and an undetermined line (which we do not need to specify), and of \( S_{1/2,0} \) as defined by an undetermined point and the line \( u \). With these conventions
notice that proposition 13.1(a) is also true for $S_{0,1/2}$ and $S_{1/2,0}$. Indeed, for $S_{0,1/2}$ we have $p=0$, so that the hypothesis $m/n > p/q$ in 13.1(a) is always true, and obviously the thesis is also true; on the other hand the hypothesis in 13.1(b) is never true, so that 13.1(b) is correct for $S_{0,1/2}$ too. The case of $S_{1/2,0}$ works now by duality.

Proposition 13.1 is also true for the degenerations of $r$ of types A and $\tilde{A}$. In fact for the degeneration of type A we have that $m=0$, $n\neq 0$ so that the hypothesis of 13.1(a) cannot occur, whereas the hypothesis in 13.1(b) is always true, and so is the thesis, because $(*)$, which is still correct for $\gamma$, implies that $\gamma \cdot \hat{L}_u > 0$ and so the double point $Q$ of the center of $\gamma$ lies on $u$. The case of a degeneration of type $\tilde{A}$ is dual. Summarizing we have:

13.2 The conclusions of 13.1 hold true in the following cases:

(a) For the condition $L_p$ when considered as a $S_{0,1/2}$ relative to a point $P$ and an unspecified line.

(b) For the condition $\tilde{L}_u$ when considered as a $S_{1/2,0}$ relative to an unspecified point and to a line $u$.

(c) For degenerations $\gamma$ of type A or $\tilde{A}$, and any $S_{p,q}$. If $\gamma$ is of type A then $Q$ is the double point of the center of $\gamma$, while if $\gamma$ is of type $\tilde{A}$, then $v$ is the double line of the center of $\gamma$.

13.3. Remark

The reason for taking $1/2$ in the symbolic representation of $L$ and $\tilde{L}$ as conditions of type $S_{0,1/2}$ and $S_{1/2,0}$ will be seen in next section. Here let us only say that the global characteristic numbers of $S_{p,q}$ are $(2q,2p)$, and that this is again also true for these special cases.
§14. Conics satisfying five independent conditions

In this section we will consider the problem of determining the number of conics properly satisfying five conditions under the assumption that their data are in independent general position. In other words, the problem we want to solve is the determination of the number of conics properly satisfying \(\sigma_i K_i\), \(1 \leq i \leq 5\), where \(K_i\) are conditions and where \(\sigma = (\sigma_1, \ldots, \sigma_5) \in G^5\) varies in a suitable open set of \(G^5\) (cf. Remark 7.3).

14.1. Proposition

Given degeneration free reduced conditions \(K_i\), \(1 \leq i \leq 5\), there exists a non-empty open set \(U\) in \(G^5\) such that for any \(\sigma = (\sigma_1, \ldots, \sigma_5) \in U\), the conics properly satisfying \(\sigma_i K_i\), \(1 \leq i \leq 5\), (a) are non-degenerate and isolated components of multiplicity one of the intersection \(\sigma_1 K_1 \cap \ldots \cap \sigma_5 K_5\), hence finite in number, and (b) this number is independent of \(\sigma \in U\).

Proof.

Applying Kleiman's theorem (quoted as theorem 7.1) successively on \(W_0 = W - (A \cup \bar{A}), A - B, \bar{A} - B,\) and \(B\) one obtains that there exists a non-empty open set \(U \subseteq G^5\) such that if \(\sigma = (\sigma_1, \ldots, \sigma_5) \in U\) and

\[ I_\sigma := \sigma_1 K_1 \cap \ldots \cap \sigma_5 K_5 \]

then

(i) \(I_\sigma \cap W_0\) is a finite set and each point of this set has multiplicity one in the intersection,

(ii) \(I_\sigma \cap ((A-B) \cup (\bar{A}-B)) = \emptyset\), and

(iii) \(I_\sigma \cap B\) is either empty or at least one of the conditions contains \(B\).

So we see that for \(\sigma \in U\)

\[ I_\sigma = (I_\sigma \cap W_0) \cup (I_\sigma \cap B). \]

Now the elements of \(I_\sigma \cap W_0\) are non-degenerate and hence properly satisfy
the five conditions, whereas \( I_\sigma \cap B \) is either empty or consists of improper solutions for at least one condition. This proves (a).

In order to prove (b), set \( K^0 = K_1 \cap W_\sigma \) and define

\[
Z \subset K^0_1 \times \ldots \times K^0_5 \times G^5
\]
as the closed subvariety defined by the relations

\[
s_1(x_1) = \ldots = s_5(x_5).
\]

Let \( p: Z \to G^5 \) be the restriction to \( Z \) of \( \text{pr}_{G^5} \). Given \( \sigma \in G^5 \), the closed set \( p^{-1}(\sigma) \) can be identified with \( I_\sigma \cap W_\sigma \). Since for \( \sigma \in U \) this set is finite it follows (for instance using [S], Ch. II, §5) that the cardinal of this set is constant on some non-empty open set contained in \( U \). This completes the proof.

14.2. Remark

Proposition 14.1 can be extended at once to non-reduced degeneration free conditions except for the multiplicity one property of part (a). \( \square \)

14.3. Corollary

Given five reduced conditions \( K_1, \ldots, K_5 \) there exists a non-empty open set \( U \subset G^5 \) such that for any \( \sigma = (\sigma_1, \ldots, \sigma_5) \in U \) the closure of the set of non-degenerate conics of \( \sigma_1(K_1) \cap \ldots \cap \sigma_4(K_4) \) is a (1-dimensional) system of conics \( \Gamma \) and, moreover, the set of conics which properly satisfy \( \sigma_1(K_1), \ldots, \sigma_5(K_5) \) is the set of conics in \( \Gamma \) which properly satisfy \( \sigma_5(K_5) \).

Proof

Let \( f: G^5 = G^4 \times G \to G^4 \) be the projection onto the first factor. For simplicity we will write, for \( \sigma \in G^5 \), \( \sigma = (\sigma', \sigma_5) \), so that \( \sigma' = f(\sigma) \). Let \( U' \) be a non-empty open set of \( G^5 \) satisfying 14.1. Since \( f \mid_{U'} \) is dominant, using once more Kleiman's theorem there exists a non-empty open
set $V = f(U')$ such that for any $\sigma' = (\sigma_1, \ldots, \sigma_4) \in V$

$$\gamma^{\sigma'}_o := \gamma^{\sigma_1}_1(K_1) \cap \ldots \cap \gamma^{\sigma_4}_4(K_4) \cap W_\sigma$$

is a reduced curve and hence the closure of $\gamma^{\sigma'}_o$ in $W$, which we will denote by $r^{\sigma'}_o$, is a system of conics. Now take $U = U' \cap f^{-1}(V)$. We claim that given $\sigma' \in V$ there exists $\sigma_5 \in G$ such that $(\sigma', \sigma_5) \in U$ and the number of conics properly satisfying $\gamma^{\sigma_1}_1(K_1), \ldots, \gamma^{\sigma_4}_4(K_4)$ agrees with the number of conics in $r^{\sigma'}_o$ which properly satisfy $\gamma^{\sigma_5}_5(K_5)$. This claim follows from the following two observations.

The first is that if a conic properly satisfies $\gamma^{\sigma_1}_1(K_1), 1 \leq i \leq 5$, for $\sigma = (\sigma_1, \ldots, \sigma_5) \in U$, then this conic obviously is on $r^{\sigma'}_o$, and properly satisfies $\gamma^{\sigma_5}_5(K_5)$. The second is that given $\sigma' = (\sigma_1, \ldots, \sigma_5) \in V$ there exists a non-empty open set $U'$ of $G$ such that for any $\sigma_5 \in U'$ the conics in $r^{\sigma'}_o$ properly satisfying $\gamma^{\sigma_5}_5(K_5)$ are non-degenerate (see 9.3.1), and consequently these conics properly satisfy $\gamma^{\sigma_1}_1(K_1), \ldots, \gamma^{\sigma_4}_4(K_4)$ as well. The existence of the $\sigma_5$ in the claim follows because $U \cap (\sigma' \times U')$ is non-empty.

Now by proposition 14.1, and for $\sigma \in U$, the number $n_\sigma$ of conics properly satisfying $\gamma^{\sigma_1}_1(K_1), 1 \leq i \leq 5$, is independent of $\sigma$. On the other hand, given $\sigma' \in V$, the number of conics in $r^{\sigma'}_o$ properly satisfying $\gamma^{\sigma_5}_5(K_5)$ is independent of $\sigma_5'$, by definition of proper intersection multiplicity (see 9.1). Let $n_{\sigma'}$ be this number. Then by the claim before we have that $n_\sigma = n_{\sigma'}$ for any $\sigma \in U$.

In order to end the proof, given $\sigma \in U$ let $S_\sigma$ be the set of conics properly satisfying $\gamma^{\sigma_1}_1(K_1), 1 \leq i \leq 5$, and $S'_{\sigma'}$ be the set of conics in $r^{\sigma'}_o$ properly satisfying $\gamma^{\sigma_5}_5(K_5)$. Since $S_\sigma \subseteq S'_{\sigma'}$, because $S_\sigma \subseteq W_\sigma$ and $S_\sigma \cap W_\sigma = S'_{\sigma'} \cap W_\sigma$, the equality $S_\sigma = S'_{\sigma'}$ follows because $n_\sigma = n_{\sigma'}$. 

Thus we observe that in the problem of determining the number of conics properly satisfying five conditions, the result is a 5-linear function of the
strict equivalence classes of the conditions. Therefore, by 12.3, the problem is reduced to the computation of the number of conics properly satisfying five elementary conditions.

In order to solve this problem it is convenient to prove first two auxiliary results. We recall that the elementary conditions are the \( S_{p,q} \) \((p,q)\) a pair of coprime positive integers, and also \( L \) and \( \overline{L} \), which are denoted by \( S_{0,1/2} \) and \( S_{1/2,0} \), respectively.

14.4. Lemma

Let \( S_{p_1,q_1}, \ldots, S_{p_4,q_4} \) be four elementary conditions ordered so that 
\[ p_1/q_1 < p_2/q_2 < p_3/q_3 < p_4/q_4. \]
Then there exists a non-empty open set \( V \) in \( G^4 \) such that for any \( \sigma' = (\sigma_1, \ldots, \sigma_4) \in V \) the closure of the set of non-degenerate conics satisfying the four conditions \( \sigma_i(S_{p_i,q_i}) \) is a system of conics \( \Gamma_{\sigma'} \) in \( W \) such that the ratio of order to class of any of its degenerations is either \( p_2/q_2 \) or \( p_3/q_3 \).

Proof

That there exists a non-empty open set \( V' \) in \( G^4 \) such that the closure of the set of non-degenerate conics satisfying the four conditions \( \sigma_i(S_{p_i,q_i}) \) is a system of conics \( \Gamma_{\sigma'} \) is once again a direct consequence of Kleiman's theorem.

Now given \( \sigma' \in V' \), let \( \gamma \) be a degeneration of \( \Gamma_{\sigma'} \) of order \( m \) and class \( n \). The set of \( \sigma' \in V' \) for which \( m/n < p_2/q_2 \) is a proper closed subset of \( V' \), because in such a case, by proposition 13.1, the double focus of the center of \( \gamma \) would belong to the three lines with respect to which the conditions \( \sigma_i(S_{p_i,q_i}) \), \( i=2,3,4 \), are defined. By duality, the set of \( \sigma' \in V' \) such that \( p_3/q_3 < m/n \) is also a proper closed subset of \( V' \). Finally, the set of \( \sigma' \in V' \) such that \( p_2/q_2 < m/n < p_3/q_3 \) is a proper closed subset of \( V' \), because, by proposition 13.1 again, in this case the
double line of the center of $\gamma$, would pass through the two points with respect
to which $\sigma_1(S_{p_1,q_1})$ and $\sigma_2(S_{p_2,q_2})$ are defined, so that the first two
lines and the line joining the last two points are concurrent. □

14.5. Lemma

In the same situation as in lemma 14.4, let $\mu, \nu$ be the global character-
istic numbers of $\Gamma_{\sigma'}$, $\sigma' \in \mathcal{V}'$. Denote by $a_{p_2}, a_{q_2}$ the sums of orders
and classes, respectively, of the degenerations of $\Gamma_{\sigma'}$ for which the ratio
of order to class is $p_2/q_2$. Likewise, let $a'_{p_3}, a'_{q_3}$ be the analogous
sums for the degenerations whose ratio of order to class is $p_3/q_3$. Then

\[ a_{p_2} + a'_{p_3} = 2\mu - \nu \]
\[ a_{q_2} + a'_{q_3} = 2\nu - \mu. \]

Proof

By lemma 14.4 the sum $M$ of the orders of all degenerations of $\Gamma$
is equal to $a_{p_2} + a'_{p_3}$, and the sum $N$ of the corresponding classes is
$a_{q_2} + a'_{q_3}$. But by 5.6 we know that $M = 2\mu - \nu$ and $N = 2\nu - \mu$. □

Notice that 14.5 really allows to determine the sum of orders and the
sum of classes of the degenerations of each type. This is clear if $p_2/q_2 \neq
p_3/q_3$. But if $p_2/q_2 = p_3/q_3$, there is only one type of degeneration,
so it suffices to determine $a + a'$, which can be done using either equation.

14.6. Theorem (Halphen's second formula)

Given five elementary conditions $S_{p_i,q_i}$, $1 \leq i \leq 5$, ordered in such
a way that $p_i/q_i < p_{i+1}/q_{i+1}$ for $1 \leq i < 4$, there exists a non-empty open
set $U$ in $G^5$ such that for any $\sigma = (\sigma_1, \ldots, \sigma_5) \in U$ the number $N$ of
conics properly satisfying the conditions $\sigma_1(S_{p_1,q_1})$ is finite and given by
the formula

\[ N = 8(p_1+q_1)(p_2+q_2)(p_3+q_3)(2p_4+q_4)(2p_5+q_5). \]
Proof

Let \( K_i = S_{p_i,q_i} \). Then we can determine a non-empty open set \( U' \) in \( G^5 \) such that for any five conditions chosen among the \( K_i, 1 \leq i \leq 5, \) \( L \) and \( \bar{L} \), proposition 14.1 and corollary 14.3 apply. In particular for \( \sigma \in U' \) there are only finitely many conics properly satisfying \( \sigma_i(K_i), \) \( 1 \leq i \leq 5, \) and the number \( N \) of such conics does not depend on \( \sigma \in U' \).

Now in order to compute \( N \) we will proceed recursively on the number of conditions \( L \) or \( \bar{L} \) that appear among the five elementary conditions \( K_i \). If each of the five conditions is of type \( L \) or \( \bar{L} \), then there are no improper solutions and the number \( N \) can take on the following values:

\[
L^5 = 1, \quad L^4\bar{L} = 2, \quad L^3l^2 = 4, \quad L^2\bar{L}^3 = 2, \quad L\bar{L}^4 = 2, \quad \bar{L}^5 = 1.
\]

As it is checked immediately these values agree with the answer given by the claimed formula.

Therefore we may assume that among the conditions \( K_i = S_{p_i,q_i} \) there is at least one, say \( K_5 \), which is neither of type \( L \) nor of type \( \bar{L} \) (so we do not assume so far that the ratios \( p_i/q_i \) are non-decreasing with respect to \( i \)). Given \( \sigma \in U' \), let \( \sigma' \) be the system of conics determined by the conditions \( \sigma_i(K_i), i < 5 \), where \( \sigma' \in G^4 \) is the result of dropping \( \sigma_5 \) in \( \sigma \). Now by recursion the claimed formula holds true for the conditions \( K_i, i < 5 \), together with either \( S_{0,1/2} \) or \( S_{1/2,0} \), and for some non-empty open set \( U \) that we can assume is contained in \( U' \). Without loss of generality we may assume that \( p_1/q_1 \leq p_2/q_2 \leq p_3/q_3 \leq p_4/q_4 \) and so for \( \sigma \in U \) the number \( \mu \) of conics properly satisfying \( \sigma_i(K_i), i < 5 \), and \( \sigma_5(S_{0,1/2}) \) will be

\[
\mu = 8(p_1+2q_1)(p_2+q_2)(2p_3+q_3)(2p_4+q_4)
\]

and the number \( \nu \) of conics properly satisfying \( \sigma_i(K_i), i < 5 \), and \( \sigma_5(S_{1/2,0}) \) will be
\[ \gamma = 8(p_1 + 2q_1)(p_2 + 2q_2)(p_3 + q_3)(2p_4 + q_4). \]

But, by the last part of 14.3, \( \mu \) and \( \nu \) are the number of conics in \( \Gamma_0 \), properly satisfying \( \sigma_5(S_0, 1/2) \) and \( \sigma_5(S_1/2, 0) \), respectively, and so \((\mu, \nu)\) is the pair of global characteristic numbers of \( \Gamma_0 \). Using 14.5 a straightforward computation shows that if

\[ a = 8(p_1 + 2q_1)(2p_3 + q_3)(2p_4 + q_4) \]

and

\[ a' = 8(p_1 + 2q_1)(p_2 + 2q_2)(2p_3 + q_3) \]

then \( a_p^2, a_q^2 \) are the sums of the orders and classes, respectively, of the degenerations of \( \Gamma_0 \), for which the ratio of order to class is \( p_2/q_2 \) and \( a'_p, a'_q \) are to analogous sums for \( p_3/q_3 \). In case \( p_2/q_2 = p_3/q_3 \), then \((a + a')p_2, (a + a')q_2\) are the sums of orders and classes, respectively, of all degenerations.

Now given \( \sigma \in U \), and according to 14.3, the conics that properly satisfy the five conditions \( \sigma_i(K_i) \) are the conics in \( \Gamma_0 \), that properly satisfy \( \sigma_5(K_5) \), and so we may compute the number \( N \) of such conics using Halphen’s first formula 9.2. In principle we should consider five cases, according to the position of \( p_5/q_5 \) with respect to the ratios \( p_i/q_i \), \( i < 5 \). However, by duality the number \( N \) must be unaffected by interchanging the \( p \)'s and \( q \)'s, and so we only need consider the following two cases.

(a) \( p_5/q_5 > p_3/q_3 \).

In this case the ratio \( m/n \) of order to class for any degeneration of \( \Gamma_0 \), which equals \( p_2/q_2 \) or \( p_3/q_3 \), will be not greater than \( p_5/q_5 \), so that \( \min(mq_5, np_5) = mq_5 \). By Halphen’s first formula 9.2 the number of proper solutions is given by

\[ 2q_5^\mu + 2p_5^\nu - a_p^2 q_5 - a'_p^3 q_5 = (2p_5 + q_5) v. \]

Substituting \( \nu \) for the expression found above we get the claimed formula.
(b) \( \frac{p_2}{q_2} \leq \frac{p_5}{q_5} \leq \frac{p_3}{q_3} \).

In this case for the degenerations of \( \Gamma \) such that the ratio \( m/n \)
equals \( \frac{p_2}{q_2} \) we get \( \min(mq_5, np_3) = mq_5 \), while for the degenerations such that \( m/n = \frac{p_3}{q_3} \) we get \( \min(mq_5, np_3) = np_5 \). Thus the number of solutions will be

\[
2q_5^v + 2p_5^u - a_p q_5^v - a' q_3 p_5^v .
\]

Substituting \( v, u, a \) and \( a' \) by the expressions found before we come up again with the claimed formula, up to reindexing. This completes the proof. \( \Box \)

14.7. Corollary (of the proof)

Given four conditions \( S_{p_1, q_1}, 1 \leq i \leq 4 \), ordered in such a way that \( p_i/q_i \) is non-decreasing with \( i \), assume that the data used to define these conditions has been taken generically and independently and let \( \Gamma \) be the system of conics they determine (cf. 14.3). Then

(a) The global characteristic numbers \( (\nu, \nu) \) of \( \Gamma \) are given by the formulae

\[
\nu = 8(p_1+2q_1)(p_2+q_2)(2p_3+q_3)(2p_4+q_4)
\]

\[
\nu = 8(p_1+2q_1)(p_2+q_2)(p_3+q_3)(2p_4+q_4)
\]

(b) The ratio of order to class for any degeneration of \( \Gamma \) can only be \( \frac{p_2}{q_2} \) or \( \frac{p_3}{q_3} \). If \( \frac{p_2}{q_2} < \frac{p_3}{q_3} \) then the sum of the orders and the sum of classes for the degenerations whose ratio of order to class is \( \frac{p_2}{q_2} \) are, respectively, \( a_p q_2 \) and \( a q_2 \), where

\[
a = 8(p_1+2q_1)(2p_3+q_3)(2p_4+q_4) ;
\]

the analogous sums for the degenerations whose ratio of order to class is \( \frac{p_3}{q_3} \) are \( a' p_3 \) and \( a' q_3 \), respectively, where

\[
a' = 8(p_1+2q_1)(p_2+2q_2)(2p_4+q_4) .
\]

If \( \frac{p_2}{q_2} = \frac{p_3}{q_3} \) then the sum of orders and the sum of classes for all degenerations are \( (a+a')p_2 \) and \( (a+a')q_2 \), where \( a \) and \( a' \) have
the same expression as above. □

We end this section with an example.

14.8. Example (Halphen)

Consider five conditions as described in example (K₂) of 11.3 defined with respect to five conics in general position. Halphen's second formula gives 1296 as the number of proper solutions, whereas Chasles' formula gives 3264. This last number, however, does not have enumerative significance because all degenerate conics of type B are (improper) solutions.

It may be appropriate to recall that 3264 is the number of conics that are tangent to five conics in general position, which of course is also the answer given by Halphen's second formula (actually Chasles' theory already gives this answer (only L's and L's are involved)) and that one of the motivations for Chasles' theory was to improve Steiner and De Jonquières' approach which gave \( 6^5 = 7776 \) as the number of conics tangent to five given conics in general position.

§15. Cycles on W and on B

In this section we define a number of cycles that are relevant for our purposes, study their classes in the corresponding Chow ring, and establish a number of relations among them. Most of the computations are straightforward and are left to the reader. In a few cases we sketch a proof.

Given a point \( P \) in \( \mathbb{P}_2 \), we have denoted the cycle on \( W \) of conics that go through \( P \) by \( L_P \). The class of this cycle in \( A^1(W) \) is denoted by \( L \). Given two points \( P, Q \) the cycle on \( W \) of conics that harmonically
the same expression as above. □

We end this section with an example.

14.8. Example (Halphen)

Consider five conditions as described in example (K₂) of 11.3 defined with respect to five conics in general position. Halphen's second formula gives 1296 as the number of proper solutions, whereas Chasles' formula gives 3264. This last number, however, does not have enumerative significance because all degenerate conics of type B are (improper) solutions.

It may be appropriate to recall that 3264 is the number of conics that are tangent to five conics in general position, which of course is also the answer given by Halphen's second formula (actually Chasles' theory already gives this answer (only L's and L's are involved)) and that one of the motivations for Chasles' theory was to improve Steiner and De Jonquière's approach which gave $6^5 = 7776$ as the number of conics tangent to five given conics in general position.

§15. Cycles on W and on B

In this section we define a number of cycles that are relevant for our purposes, study their classes in the corresponding Chow ring, and establish a number of relations among them. Most of the computations are straightforward and are left to the reader. In a few cases we sketch a proof.

Given a point $P$ in $\mathbb{P}_2$, we have denoted the cycle on $W$ of conics that go through $P$ by $L_P$. The class of this cycle in $\text{A}^1(W)$ is denoted by $L$. Given two points $P, Q$ the cycle on $W$ of conics that harmonically
divide PQ also represents L and is denoted by \( L_{P,Q} \).

Dually, given a line \( u \), \( \tilde{L}_u \) denotes the cycle on \( W \) of conics tangent to \( u \), and \( \tilde{L} \) is the class of \( \tilde{L}_u \). This class is also represented by \( \tilde{L}_{u,v} \), conics whose tangents from the intersection point of \( u \) and \( v \) harmonically divide the pair \( u,v \).

We know that \( A_l \sim 2\tilde{L} - L, \tilde{A} \sim 2L - \tilde{L} \), and that in fact \( L, \tilde{L} \) is a free \( \mathbb{Z} \)-basis of \( \mathcal{A}^1(W) \). Given a divisor \( D \) on \( W \), if \( K \sim aL + \tilde{a}\tilde{L} \), we will denote this cycle by \( (a,\tilde{a}) \) and write \( K \sim (a,\tilde{a}) \).

Since \( W \) is the blowing up of \( \mathbb{P}^5 \) along the Veronese surface \( V \) (see §2), from ([B], Ch.0; cf. also [F], 6.7 and Ex. 8.3.9) it follows that the Chow ring \( \mathcal{A}^r(W) \) of \( W \) is isomorphic to the even cohomology ring \( H^{2r}(W) \) and that \( L^2, \frac{\tilde{L}L}{2}, \tilde{L}^2 \) is a free \( \mathbb{Z} \)-basis of \( \mathcal{A}^2(W) \). Poincaré duality on cohomology tells us that \( \mathcal{A}^i(W) \) and \( \mathcal{A}^{5-i}(W) \) are dual under the intersection number product. We will denote by \( S,T,\tilde{S} \) the basis of \( \mathcal{A}^3(W) \) that is the dual basis of \( L^2, \frac{\tilde{L}L}{2}, \tilde{L}^2 \) and by \( \Gamma \) and \( \tilde{\Gamma} \) the basis of \( \mathcal{A}^4(W) \) that is the dual basis of \( L, \tilde{L} \).

If \( K \) is a codimension 2 cycle and \( K \sim aL^2 + b\frac{\tilde{L}L}{2} + \tilde{a}\tilde{L}^2 \), then we will denote \( K \) by \( (a,b,\tilde{a}) \) and will also write \( K \sim (a,b,\tilde{a}) \). For codimension 3 cycles \( K \), we will write \( K \sim (a,b,\tilde{a})^T \) if \( K \sim aS + bT + \tilde{a}\tilde{S} \). A similar notation will be used for codimension 4 cycles, so that \( K \sim (a,\tilde{a})^T \) means that \( K \sim a\Gamma + \tilde{a}\tilde{\Gamma} \). In this way the intersection number of \( (a,b,\tilde{a}) \) and \( (c,d,\tilde{c})^T \) is \( ac + bd + \tilde{a}\tilde{c} \).

On \( B \) we define the cycle \( \mathcal{L}_p \) of double lines with double focus that pass through \( P \) and will set \( \mathcal{L} \) to denote its class in \( \mathcal{A}^1(B) \). Dually, \( \mathcal{L}_u \) is the cycle on \( B \) of double lines with double focus lying on \( u \), and \( \mathcal{L} \) its class in \( \mathcal{A}^1(B) \).

From the fact that \( B \) is a projective line bundle over the Veronese surface \( V \) it follows that the Chow ring of \( B \) is isomorphic to the even
cohomology of $B$ and also that the classes $z$ and $\tilde{z}$ form a free $\mathbb{Z}$-basis of $A^1(B)$, while $\tilde{z}^2$ and $z^2$ form the basis of $A^2(W)$ that is dual of $z$ and $\tilde{z}$ by next relations.

15.1. (1) $z^3 = \tilde{z}^3 = 0$
(2) $z^2z = \tilde{z}\tilde{z}^2 = 1$. □

15.2. Let $j: B \longrightarrow W$ be the inclusion. Then

(1) $j^*L = 2z$
(2) $j^*\tilde{L} = 2\tilde{z}$

Proof (cf. also 15.3.(2))

Consider the commuting diagram

\[
\begin{array}{ccc}
B & \xrightarrow{j} & W \\
\downarrow{\tilde{p}} & & \downarrow{p} \\
V & \xrightarrow{i} & \mathbb{P}^5
\end{array}
\]

where $i: V \longrightarrow \mathbb{P}^5$ is the inclusion of $V$ in $\mathbb{P}^5$ and $\tilde{p} = p|_B$. Then if $H$ is a hyperplane in $\mathbb{P}^5$,

\[
j^*L = j^*p^*H = \tilde{p}^*(2\tilde{z}) \quad (\tilde{z} \text{ the class of a line in } \mathbb{P}_2 \xrightarrow{\sim} V)
\]

\[= 2\tilde{z}. \quad \square\]

The rest of the section is a list of useful cycles and relations among them.

**Codimension 1 cycles**

- $A \sim (-1,2)$
- $\tilde{A} \sim (2,-1)$
- pairs of lines
- double lines
\[ S_{p,q} \sim (2q,2p) \]  
(defined in 11.1)  
\[ \sim qA + (2p+q)L \sim pA + (p+2q)L. \]

**Codimension 2 cycles**

\[
\begin{align*}
A_p &= A \cdot L_p \sim (-1,4,0) & \text{pairs of lines, one through } P \\
\tilde{A}_u &= \tilde{A} \cdot \tilde{L}_u \sim (0,4,1) & \text{pairs of points, one on } u \\
A_u &= \sim (0,-1,1) & \text{pairs of lines with double point on} \\
\tilde{A}_p &= \sim (1,-1,0) & \text{double lines thorough } P \\
j_* B &= \sim (-2,10,-2) 
\end{align*}
\]

15.3. (1) \[ \tilde{A} \cdot L_{p,Q} = \tilde{A}_p + \tilde{A}_Q \]
(2) \[ \tilde{A} \cdot L_p = 2\tilde{A}_p \]
(3) \[ A \cdot \tilde{L}_u = 2A_u \]
(4) \[ A \cdot \tilde{L}_{u,v} = A_u + A_v \]
(5) \[ A \cdot S_{p,q} = qB + (4p+2q)A_u \sim (-2q,8q-4p,4p) \]
(6) \[ \tilde{A} \cdot S_{p,q} = pB + (2p+4q)\tilde{A}_p \sim (4q,8p-4q,-2p). \]

**Codimension 3 cycles**

15.4. (1) \[ L^3 \sim (1,1,4)^T \]
(2) \[ L^2 \tilde{L} \sim (2,2,4)^T \]
(3) \[ L \tilde{L}^2 \sim (4,2,2)^T \]
(4) \[ L^3 \sim (4,1,1)^T. \]

\[ B_p = j_*(k_p) \]
\[ B_u = j_*(k_u) \]

double lines with double focus, the line through P

double lines with double focus, the focus on line u
15.5. (1) \( B_p = \frac{1}{2} (L_p \cdot B) \sim (0,2,4)^T \), \( B_u = \frac{1}{2} (L_u \cdot B) \sim (4,2,0)^T \)

(2) \( \tilde{A}_p, A = B_p \), \( A_p \cdot \tilde{A} = B_p \)

(3) \( A_u \cdot \tilde{A} = B_u \), \( A_u \cdot A = B_u \)

(4) \( L_{P',Q} \cdot B = B_p + B_Q \)

(5) \( L_{u,v} \cdot B = B_u + B_v \). □

\( F_p \sim (0,1,1)^T \)
\( F_u \sim (1,1,0)^T \)
\( D_p \sim (1,0,0)^T \)
\( D_u \sim (0,0,1)^T \)

double lines with one of its foci at \( P \)
pairs of lines, one of them equal to \( u \)
pairs of lines with double point at \( P \)
double line \( u^2 \) with a pair of points

(These relations can be seen applying previous relations and Kleiman's theorem in \( A \) or \( \tilde{A} \). For instance, that \( D_p \sim (a,0,0)^T \) is obvious, and \( a \) is 1 because \( L_{Q',A} = A_{Q'} \), which by Kleiman's theorem in \( A \) implies that \( D_p, L^2 = 1 \)).

The first of next series of relations is justified below, the others are either similar or easier.

\( \Lambda_{u,P} \sim (2,1,0)^T \)

pairs of lines, double point \( O \in u \) harmonically dividing \( u \) and \( OP \).

\( \tilde{\Lambda}_{u,P} \sim (0,1,2)^T \)

double lines \( v \) going through \( P \), foci harmonically dividing \( P \) and \( u \cdot v \)

\( \Xi_{P,u,v} \sim (1,1,1)^T \)

closure of the set of non-degenerate conics tangent to \( u \) at \( u \cdot v \) and such that the polar line of \( P \) is \( v \) (here we assume \( P \in u), (v \ general)

\( T_{P,Q,R} \sim (1,1,1)^T \)

closure of the set of non-degenerate conics for which the triangle \( P,Q,R \) is self-polar.

(For the cycle \( \Xi_{P,u,v} \), see 19.8.(b); here we are going to sketch the proof of the first of these relations. Set-theoretically it is clear that \( \Lambda_{u} \cap L_{P,Q} = D_Q \cup \Lambda_{u,P} \). On the other hand, \( \Lambda_{u} L_{P,Q} \sim (3,1,0)^T \) and \( D_Q \sim (1,0,0)^T \), which implies that \( \Lambda_{u,P} \) is either linearly equivalent to \( (1,1,1)^T \) or to \( (2,1,0)^T \). But \( \Lambda_{u,P}, L^2 \) is at least 2, as a direct geometric argument shows.)
Therefore \( A_{u,P} \sim (2,1,0)^T \) and the multiplicities of the two components of \( A_u \cap L_{P,Q} \) are one each.)

Codimension 4 cycles

15.6
1. \( L^4 \sim (1,2)^T \)
2. \( L^3 L \sim (2,4)^T \)
3. \( L^2 L^2 \sim (4,4)^T \)
4. \( LL^3 \sim (4,2)^T \)
5. \( L^4 \sim (2,1)^T \) •

\[ 15.7 \]
\( r_P \sim j_*(k^2) \sim (2,0)^T \)
\( r_u \sim j_*(k^2) \sim (0,2)^T \)
\( r_{u,Q} \sim j_*(k^2) \sim (2,2)^T \)

double lines with double focus at \( P \)
\( u^2 \) with a variable double focus on \( u \)
double lines through \( Q \) having double focus on \( u \)

(The first of these relations comes from the fact that \( k^2 \) is reduced, by Kleiman's theorem on \( B \), and that set-theoretically coincides with \( r_P \). Then \( r_P.L = j_*(k^2).L = k^2.j^*L = 2k^2.k = 2. \))

15.8 \( r_{P,u,v} \sim (1,0)^T \)
\( r_{u,P,Q} \sim (0,1)^T \)
pairs of lines with double point at \( P \) harmonically dividing \( u \) and \( v \) (\( u,v \) lines through \( P \))
double lines \( u^2 \), with 2 points on it harmonically dividing \( P \) and \( Q \).

(These first of these is a pencil and the second a range).

§16. Multiplicity cycles and Noether's formula

The main goal of this section is to establish a generalized version of Noether's classical formula according to which the total intersection number
Therefore \( A_{u,P} \sim (2,1,0)^T \) and the multiplicities of the two components of \( A_u \cap L_{P,Q} \) are one each.)

**Codimension 4 cycles**

15.6 \( (1) \) \( L^4 \sim (1,2)^T \)
\( (2) \) \( L^3 L \sim (2,4)^T \)
\( (3) \) \( L^2 L^2 \sim (4,4)^T \)
\( (4) \) \( LL^3 \sim (4,2)^T \)
\( (5) \) \( L^4 \sim (2,1)^T \)

15.7 \( r_P \sim j_*(\xi^2) \sim (2,0)^T \)
\( r_u \sim j_*(\xi^2) \sim (0,2)^T \)
\( r_{u,Q} \sim j_*(\xi^2) \sim (2,2)^T \)

double lines with double focus at \( P \)
\( u^2 \) with a variable double focus on \( u \)
double lines through \( Q \) having double focus on \( u \)

(The first of these relations comes from the fact that \( \xi^2 \) is reduced, by Kleiman's theorem on \( B \), and that set-theoretically coincides with \( r_P \). Then \( r_P.L = j_*(\xi^2).L = \xi^2.j^*L = 2\xi^2.L = 2 \).)

15.8 \( r_{P,u,v} \sim (1,0)^T \)
\( r_{u,P,Q} \sim (0,1)^T \)

pairs of lines with double point at \( P \) harmonically dividing \( u \) and \( v \) (\( u,v \) lines through \( P \))
double lines \( u^2 \), with 2 points on it harmonically dividing \( P \) and \( Q \).

(the first of these is a pencil and the second a range).

**§16. Multiplicity cycles and Noether's formula**

The main goal of this section is to establish a generalized version of Noether's classical formula according to which the total intersection number
of two curves on a non-singular surface is the sum of the product of their multiplcities at a given point and the total intersection number of their strict transforms under the blowing up of the surface at that point. This formula then allows to express the total intersection number of the two curves as the sum of the products of the multiplicities of the curves extended to all their intersection points, including the infinitely near ones.

For our generalization the main ingredient, which we describe next is the notion of multiplicity cycle of a given cycle along a codimension two non-singular subvariety.

16.1. Definition

Let $W$ be a non-singular variety, $B \subset W$ a non-singular codimension two subvariety, and $K$ an irreducible cycle on $W$ such that $K \notin B$. Under these hypothesis we define the multiplicity cycle $K_B$ of $K$ at $B$ as follows:

$$K_B = \sum_{i=1}^{s} \mu_i Z_i,$$

where $Z_1, \ldots, Z_s$ are the irreducible excedentary components of the intersection scheme $K \cap B$, and where $\mu_i$ is the multiplicity of the ideal of $K \cap B$ in $\mathcal{O}_{Z_i,K}$. The class $[K_B]$ in $\text{A}^1(B)$ will be called multiplicity class of $K$ at $B$.

16.2. Remarks

Since $B$ has codimension two and $K \notin B$, the components of $K \cap B$ are either 2-codimensional in $B$ (proper components) or 1-codimensional (excedentary components). By definition, $K_B = 0$ if $B$ and $K$ intersect properly.

On the other hand, the definition of multiplicity cycle can be extended
by linearity to any pure dimensional cycle none of whose components is contained in B.

16.3. Example

If $W$ is a smooth surface, $B$ a point of $W$, and $K$ a curve on $W$, then

$$K_B = \mu_B(K) \cdot B,$$

where $\mu_B(K)$ is the multiplicity of $B$ on $K$.

The multiplicity cycle can also be described as follows. Let $\epsilon: \tilde{W} \to W$ be the blowing-up of $W$ along $B$, $E = \epsilon^{-1}(B)$ the exceptional divisor, $g = \epsilon|_E: E \to B$, and let $i: E \to \tilde{W}$, $j: B \to W$ be the inclusion maps. Then we have:

16.4. Theorem

If $\tilde{K}$ is the strict transform of $K$ under $\epsilon$ then

$$K_B = g_* i^* \tilde{K}.$$

Proof

Without loss of generality we may assume that $K$ is irreducible. Then $\tilde{K}$ is the blowing-up of $K$ along its subscheme $K \cap B$ and the exceptional divisor of this blowing-up is $K \cap E$ (cf. [Har], II, 7.15). Let $\eta: \tilde{K} \to K$ be the restriction of $\epsilon$ to $\tilde{K}$. Then because $E$ is a divisor on $\tilde{W}$, $[\tilde{K} \cap E] = i^* \tilde{K}$, so that $g_* i^* \tilde{K} = g_* [E \cap \tilde{K}] = \eta_* [E \cap \tilde{K}]$.

As before, let $Z_1, \ldots, Z_s$ be the excedentary components of $K \cap B$. Let $\tilde{Z}_{ij}$ be the components of $\eta^{-1}(Z_i)$. Since $Z_i$ is excedentary, all $\tilde{Z}_{ij}$ have the same dimension as $Z_i$, and since $\eta$ is proper it follows ([F], 4.3.6) that if $\mu_i$ is the multiplicity of the ideal of $K \cap B$ in
and \( \mu_{ij} \) the multiplicity of the ideal of \( E \cap \tilde{K} \) in \( \mathcal{O}_{\mathbb{Z}_{ij}, \tilde{K}} \), then

\[
\mu_i = \sum_j \deg(\tilde{z}_{ij} | z_i) \cdot \mu_{ij}.
\]

But since the ideal of \( E \cap \tilde{K} \) in the domain \( \mathcal{O}_{\mathbb{Z}_{ij}, \tilde{K}} \) is principal, \( \mu_{ij} \) is in fact the coefficient of \( \tilde{z}_{ij} \) in \( [E \cap \tilde{K}] \), so that

\[
[E \cap \tilde{K}] = \sum_{i,j} \mu_{ij} \tilde{z}_{ij}.
\]

Then we have

\[
g_x^{-1} \tilde{K} = n_x [E \cap \tilde{K}]
\]

\[
= \sum_{i,j} \mu_{ij} n_x [\tilde{z}_{ij}]
\]

\[
= \sum_{i,j} \mu_{ij} \deg(\tilde{z}_{ij} / z_i) \cdot z_i
\]

\[
= \sum \mu_i z_i
\]

\[
= K_B. \quad \square
\]

Now we turn to Noether's generalized formula. With the same notations as before, recall that \((B), \text{Ch. 0})\).

\[
A^r(\tilde{W}) \sim A^r(W) \otimes A^{r-1}(B)
\]

under the map \( x' \mapsto (\epsilon_x x', g_x(h.i_x x')) \), where \( h \in A^1(E) \) is the class of the tautological line bundle \( \mathcal{O}_E(1) \). The inverse isomorphism is given by \((x,y) \mapsto \epsilon^* x + i^* g^* y\). Furthermore, for any \( e \in A'(E) \), \( i^* i_x(e) = -h \cdot e \).

16.5. Proposition

\[
\epsilon^* [K] = [\tilde{K}] + i^* g^* [K_B]
\]

Proof

Since
\[ \epsilon_*(\epsilon*[K] - [\tilde{K}]) = 0 , \]

it follows that there exists a class \( k_0 \in A^{r-1}(B) \) such that

\[ \epsilon*[K] - [\tilde{K}] = i_*g*(k_0) . \]

Then, in \( A^{r-1}(B) \),

\[ k_0 = k_0 \cdot 1_B \]

\[ = k_0 \cdot g_\ast h \]

\[ = g_\ast (g^\ast k_0 \cdot h) \quad \text{(projection formula)} \]

\[ = -g_\ast (i_\ast g^\ast k_0) \]

\[ = g_\ast i^\ast ([\tilde{K}] - \epsilon^*[K]) \]

\[ = g_\ast i^\ast [\tilde{K}] \]

\[ = [K_B] \]

because \( g_\ast (i^\ast \epsilon^* K) = g_\ast (g^\ast j^\ast K) = 0 \).

16.6. Theorem (Noether's formula)

With the same notations as before, let \( K, K' \) be two irreducible cycles, not contained in \( B \). Let \( r \) and \( r' \) be their codimensions and assume \( r + r' = \dim W \). Let \( K_B \) and \( K'_B \) be the multiplicity cycles of \( K \) and \( K' \), respectively. Then if \( K \) and \( K' \) intersect properly

\[ \int_W K \cdot K' = \int_B K_B \cdot K'_B + \int_{\tilde{W}} [\tilde{K}] \cdot [\tilde{K}'] \]

Proof

Let \( k_0 = [K_B] \), \( k'_0 = [K'_B] \). Then

\[ \int_W K \cdot K' = \int_W \epsilon^*[K] \cdot \epsilon^*[K'] \]

\[ = \int_W ([\tilde{K}] + i_\ast g^\ast k_0) \cdot ([\tilde{K}'] + i_\ast g^\ast k'_0) \]

\[ = \int_W [\tilde{K}] \cdot [\tilde{K}'] + \int_W [\tilde{K}] \cdot i_\ast g^\ast k'_0 + \int_W [\tilde{K}'] \cdot i_\ast g^\ast k_0 + \int_W i_\ast g^\ast k_0 \cdot i_\ast g^\ast k'_0 . \]
On the other hand, since
\[ \varepsilon_k^* g^* k_0 = j_\varepsilon g g^* k_0 = 0, \]

\[
0 = \int_W \varepsilon_k^* i_\varepsilon g^* k_0 \cdot [K']
= \int_W \varepsilon_k^* (i_\varepsilon g^* k_0 \cdot \varepsilon^* [K'])
= \int_W (i_\varepsilon g^* k_0 \cdot \varepsilon^* [K'])
= \int_W (i_\varepsilon g^* k_0 \cdot [\bar{K}'] + i_\varepsilon g^* k_0 \cdot i_\varepsilon g^* k_0') ,
\]
so that

\[
\int_W i_\varepsilon g^* k_0 \cdot [\bar{K}'] = -\int_W i_\varepsilon g^* k_0 \cdot i_\varepsilon g^* k_0' .
\]

Similarly,

\[
\int_W i_\varepsilon g^* k_0' \cdot [\bar{K}'] = -\int_W i_\varepsilon g^* k_0' \cdot i_\varepsilon g^* k_0' .
\]

Hence

\[
\int_K K' = \int_W [\bar{K}] \cdot [\bar{K}'] - \int_W i_\varepsilon g^* k_0 \cdot i_\varepsilon g^* k_0' .
\]

But

\[
i_\varepsilon g^* k_0 \cdot i_\varepsilon g^* k_0' = i_\varepsilon (g^* k_0 \cdot i_\varepsilon g^* k_0')
= -i_\varepsilon (g^* k_0 \cdot g^* k_0' \cdot h)
\]

and consequently

\[
-\int_W i_\varepsilon g^* k_0 \cdot i_\varepsilon g^* k_0' = \int_E g^* (k_0 \cdot k_0') \cdot h
= \int_B (k_0 \cdot k_0') \cdot g^* h
= \int_B k_0 \cdot k_0' .
\]

This completes the proof. □

16.7. Remark

If the pairs \((K, K')\) and \((\bar{K}, \bar{K}')\) intersect properly, then
Given a degeneration free condition $K$ we will say that a conic $C$ properly satisfies $K$ iff $K$ intersects properly the orbit of $C$. For codimension one conditions this definition agrees with the definition given in 6.1. (The philosophy behind this definition is that if $K$ has codimension $i$, $1 \leq i \leq 4$, and if $K$ improperly intersects the orbit of $C$, then $K$ behaves, as far as imposing "conditions" to $C$ in enumerative problems goes, as a condition of codimension $< i$, so $C$ cannot be counted to satisfy $K$ qua condition of codimension $i$.)

If $C$ improperly satisfies a condition $K$, then $C$ is of type $B$, because if $K$ is degeneration free it intersects properly $A-B$ and $\bar{A}-B$.

Now given two conditions $K$ and $K'$ of codimension $i$ and $i' = 5-i$, respectively, Kleiman's theorem, applied successively to $W_0$, $A-B$ and $\bar{A}-B$ allows us to conclude that there exists a non-empty open set $U$ of $G$ such that for $\sigma \in U$ the conics that properly satisfy $K$ and $\sigma(K')$ are non-degenerate and finite in number, and if the conditions are reduced each counts with multiplicity one in the intersection of $K$ and $\sigma(K')$. In this section we are interested in finding an explicit expression for this
\[
\int_W [\mathcal{K}] \cdot [\mathcal{K}'] = \int_W \mathcal{K} \cdot \mathcal{K}' = \#_E \mathcal{K} \cdot \mathcal{K}' + \#_{W-E} \mathcal{K} \cdot \mathcal{K}'
= \#_E \mathcal{K} \cdot \mathcal{K}' + \#_{W-B} \mathcal{K} \cdot \mathcal{K}'
\]
and
\[
\int_W \mathcal{K} \cdot \mathcal{K}' = \#_B \mathcal{K} \cdot \mathcal{K}' + \#_{W-B} \mathcal{K} \cdot \mathcal{K}'
\]
so that in this case Noether's formula is equivalent to the relation
\[
\#_B \mathcal{K} \cdot \mathcal{K}' = \int_B \mathcal{K}_B \cdot \mathcal{K}_B' + \#_E \mathcal{K} \cdot \mathcal{K}'
\]

§ 17. Improper intersection numbers

Given a degeneration free condition $\mathcal{K}$ we will say that a conic $\mathcal{C}$ properly satisfies $\mathcal{K}$ iff $\mathcal{K}$ intersects properly the orbit of $\mathcal{C}$. For codimension one conditions this definition agrees with the definition given in 6.1. (The philosophy behind this definition is that if $\mathcal{K}$ has codimension $i$, $1 \leq i \leq 4$, and if $\mathcal{K}$ improperly intersects the orbit of $\mathcal{C}$, then $\mathcal{K}$ behaves, as far as imposing "conditions" to $\mathcal{C}$ in enumerative problems goes, as a condition of codimension $< i$, so $\mathcal{C}$ cannot be counted to satisfy $\mathcal{K}$ qua condition of codimension $i$.)

If $\mathcal{C}$ improperly satisfies a condition $\mathcal{K}$, then $\mathcal{C}$ is of type $B$, because if $\mathcal{K}$ is degeneration free it intersects properly $A-B$ and $\bar{A}-B$.

Now given two conditions $\mathcal{K}$ and $\mathcal{K}'$ of codimension $i$ and $i' = 5-i$, respectively, Kleiman's theorem, applied successively to $W_0$, $A-B$ and $\bar{A}-B$ allows us to conclude that there exists a non-empty open set $U$ of $G$ such that for $\sigma \in U$ the conics that properly satisfy $\mathcal{K}$ and $\sigma(\mathcal{K}')$ are non-degenerate and finite in number, and if the conditions are reduced each counts with multiplicity one in the intersection of $\mathcal{K}$ and $\sigma(\mathcal{K}')$. In this section we are interested in finding an explicit expression for this
number. To do that we begin with a definition.

17.1. Definition

The improper intersection number $\text{imp}(K, K')$ of $K$ and $K'$ is defined to be $\#_B K \sigma(K')$, where $\sigma \in G$ is generic. Then the difference

$$\int_W K \cdot K' - \text{imp}(K, K')$$

will be called the proper intersection number of $K$ and $K'$ and will be denoted by $p(K, K')$. From this definition and Kleiman's theorem one sees immediately that $p(K, K') = \#_W K \sigma(K')$, for $\sigma \in G$ generic, and that if $K$ and $K'$ are reduced $p(K, K')$ is the number of distinct conics properly satisfying $K$ and $\sigma(K')$.

In order to compute $\text{imp}(K, K')$ we need to relate it to the intersection number of the multiplicity classes and some sort of intersection of their strict transforms under the blowing up of $W$ along $B$. To this end we will first introduce a couple of auxiliary results.

Let $W$ be a smooth variety and $G$ an algebraic group acting on $W$. Let $A_1$ and $A_2$ be two $G$-invariant irreducible non-singular closed hypersurfaces of $W$.

17.2. Definition

We will say that $A_1$ and $A_2$ have good crossing if the following conditions hold:

(i) $B = A_1 \cap A_2$ is an orbit of $G$ (hence smooth);
(ii) $A_1$ and $A_2$ meet transversally along $B$; and
(iii) For each $z \in B$, the group of linear automorphisms of $N_{B/W}(z)$ induced by the isotropy group $G_z$ of $z$ contains (and hence is equal to)
the subgroup of $\text{GL}(N_{B/W}(z))$ of those automorphisms that leave invariant
the 1-dimensional linear subspaces $N_{B/A_1}(z)$ and $N_{B/A_2}(z)$.

Now let $\varepsilon : \tilde{W} \to W$ be the blowing up of $W$ along $B, E$ the
exceptional divisor, $g : E \to B$ the restriction of $\varepsilon$ to $E$. For $i=1,2$,
let $\tilde{A}_i$ be the proper transform of $A_i$. With these notations we have:

17.3. Lemma

$\tilde{A}_i$ and $E$ have good crossing with respect to the natural extension to
$\tilde{W}$ of the action of $G$ on $W$. Moreover, if $B_i := \tilde{A}_i \cap E$, then
$g|_{B_i} : B_i \to B$ is a $G$-isomorphism ($i=1,2$).

Proof

First we describe the action of $G$ on $\tilde{W}$. Let $o \in G$ and set

$\rho (o) : W \to W$

to denote the action of $o$ on $W$. Then

$\varepsilon \circ \rho (o) \circ \varepsilon : \tilde{W} \to W$

has the property that $\varepsilon \circ \rho (o) \circ \varepsilon$ is invertible, where $\mathcal{O}_B$ is the sheaf of
ideals of $B$ in $W$. Hence there exists a unique morphism $\tilde{\rho} (o) : \tilde{W} \to \tilde{W}$
such that

$\rho (o) \circ \varepsilon = \varepsilon \circ \tilde{\rho} (o)$

(see [Har], Prop. 7.14, Ch. II). The uniqueness implies immediately that
$\tilde{\rho} : G \to \text{Aut}(\tilde{W})$ is a morphism of groups. Now we will see that the map
$\tilde{\beta} : G \times \tilde{W} \to \tilde{W}$ given by

$\tilde{\beta}(o,x) = \tilde{\rho}(o)(x)$

is a morphism. Indeed, the map
\[\rho \circ (1 \times \varepsilon): G \times \tilde{W} \longrightarrow \tilde{W},\]

where \(\rho: G \times W \longrightarrow W\) is the map \((\sigma, x) \longrightarrow \sigma(x)\), lifts to a morphism \(\rho': G \times \tilde{W} \longrightarrow \tilde{W}\) again because of the universality of the blowing-up, and \(\rho' = \tilde{\sigma}\) as one sees restricting both maps to \(\{\sigma\} \times \tilde{W}\) for any \(\sigma \in G\).

Now the action of \(G\) on the exceptional divisor \(E\) is given by projectivizing the action of \(G\) on \(N_{B/W}\). More explicitly, if \(z \in B\), \(\sigma \in G\),

\[d_{z}^{\rho}(\sigma): T_{z}W \longrightarrow T_{\sigma(z)}\tilde{W}\]

induces a linear map \(\delta_{z}(\sigma): N_{B/W}(z) \longrightarrow N_{B/W}(\sigma z)\) and the restriction of \(\delta(\sigma)\) to \(E_{z} = g^{-1}(z)\) maps \(E_{z}\) to \(E_{\sigma(z)}\) and this map coincides with the projectivization of \(\delta_{z}(\sigma)\) if, as usual, one identifies \(E_{z}\) with \(\mathbb{P}(N_{B/W}(z))\) (see for instance [B-S], § 12).

We know that \(E\) is invariant under \(G\). The invariance of \(\tilde{A}_{i}\) follows immediately from the invariance of \(A_{i}\). Moreover, \(\tilde{A}_{i}\) is the blowing-up of \(A_{i}\) along \(B \subset A_{i}\) and the exceptional locus of this blowing-up is \(E \cap \tilde{A}_{i}\) ([Har], II, 7.15). Since \(B\) is a smooth hypersurface on \(A_{i}\), it follows that \(\tilde{A}_{i}\) is smooth and that \(g: B_{i} \longrightarrow B\) is an isomorphism. (This isomorphism follows again from the local analysis explained below.)

It remains to be seen that \(\tilde{A}_{i}\) and \(E\) intersect transversally along \(B_{i}\), and that condition (iii) in the definition of good crossing is satisfied for \(\tilde{A}_{i}\) and \(E\) at any point \(z' \in B_{i}\). These assertions will be proved working with local equations for \(E\) and \(\tilde{A}_{i}\) in a neighbourhood of \(z'\).

Without loss of generality we may assume that \(i = 1\). So pick \(z' \in B_{1}\)
and set \( z = g(z') \). Then the isotropy group \( G_z \), of \( z' \in \tilde{W} \) coincides with the isotropy group \( G_z \) of \( z \in W \). In fact the inclusion \( G_z', \subseteq G_z \) is clear because \( g (\text{or } e) \) of \( G \) leave invariant \( E_z \) and \( B_1 \), so that they must leave invariant \( E_z \cap B_1 = \{ z' \} \).

Consider now the action of an element \( \sigma \in G_z = G_{z'} \), on \( \mathcal{O'} = \mathcal{O}_{W, z'} \). Let \( \mathcal{O}' = \mathcal{O}_{W, z'} \) and set \( m' \) and \( m \) to denote the maximal ideals of \( \mathcal{O}' \) and \( \mathcal{O} \) respectively. Let \( u_i \in m \) be a local equation of \( A_i \), so that \( u_1, u_2 \) are local equations of \( B \). Then \( \psi : g \ast u_i \in m' \) and, as is well known from the local description of the blowing-up, \( u_2^* \) is a local equation (at \( z' \)) of \( E \) and there exists an element \( v_1 \in m' \) such that

\[
(*) \quad v_1 u_2^* = u_1^*
\]

which is a local equation of \( \tilde{A}_1 \) and such that \( v_1 \) and \( u_2^* \) are part of a system of parameters for \( \tilde{W} \) at \( z' \). In particular \( \tilde{A}_1 \) is transversal to \( E \) at \( z' \).

Now by the assumption that \( A_1 \) is invariant it follows, given \( \sigma \in G_z \), that

\[
\rho(\sigma) \ast u_1 = t_1 u_1 \quad (\text{mod } m^2),
\]

where \( t_1 \neq 0 \). And from condition (iii) in the definition of good crossing it follows that when \( \sigma \) varies in \( G_z \) then \( t_1, t_2 \) take over independently all non-zero values. This is so because \( d_z u_1, d_z u_2 \) is a basis of \( N_{B/\tilde{W}}(z) \) and with respect to this basis the matrix of \( \rho(\sigma) \ast \) is

\[
\begin{pmatrix}
t_1 & 0 \\
0 & t_2
\end{pmatrix}
\]

But now we will have

\[
\rho(\sigma) \ast v_1 = tv_1 \quad (\text{mod } m^2), \quad t \neq 0 \quad \text{(invariance of } \tilde{A}_1)\]
\[ \tilde{\sigma}(\sigma)^* u_{1}^i = t_{1i} u_{1i}^i, \quad i=1,2, \]

which together with the relation (*) imply that the matrix of \( \tilde{\sigma}(\sigma)^* \) with respect to the basis \( dz, v_1, dz, u_2^i \) of \( N^\mathbb{R}_{\tilde{B}_1/\tilde{W}}(z') \) is

\[
\begin{pmatrix}
\frac{t_2}{t_1} & 0 \\
0 & t_2
\end{pmatrix}.
\]

And it is clear, when \( \sigma \) varies in \( G_{z'} \), that \( t_2/t_1, t_2 \) take over independently all non-zero values, from which the good crossing of \( A_1 \) and \( E \) follows. \( \square \)

17.4. Definition

Let \( W \) be a smooth variety and \( G \) an algebraic group acting on \( W \). We will say that the action of \( G \) on \( W \) is good if there exist \( G \)-invariant smooth hypersurfaces \( A_1, \ldots, A_k \) of \( W \) with the following properties:

(a) For all \( i \neq j \), \( A_i \) and \( A_j \) have good crossing or \( A_i \cap A_j = \emptyset \). We will set \( B_{ij} = A_i \cap A_j \), so that \( B_{ij} \) is a codimension two orbit of \( G \), if non-empty.

(b) The orbits of \( G \) are the sets \( W - \bigcup_i A_i, A_i - \bigcup_j B_{ij} \) for \( i=1, \ldots, k \), and \( B_{ij} \) for all \( i \neq j \) such that \( B_{ij} \neq \emptyset \), so that in particular any two of these sets are disjoint.

Now we have the following corollary of lemma 17.3:

17.5. Corollary

Assume \( G \) has good action on \( W \). Let \( B = \bigcup B_{ij} \) and \( \varepsilon: \tilde{W} \to W \) be the blowing-up of \( W \) along \( B \). Then the natural action of \( G \) on \( \tilde{W} \) is a good action.
Proof

Let $\tilde{A}_i$ be the strict transform of $A_i$ under $\varepsilon$ and if $B_{ij} \neq \emptyset$ let

$E_{ij} = \varepsilon^{-1}(B_{ij}),$

so that the union $E$ of such $E_{ij}$ is the exceptional divisor of $\varepsilon$. Then the hypersurfaces $\tilde{A}_1, \ldots, \tilde{A}_k$, and the $E_{ij}$ for $B_{ij} \neq \emptyset$ are smooth, $G$-invariant and satisfy conditions (a) and (b). In fact (a) is a direct consequence of 17.3 and (b) follows immediately from the fact that $E_{ij} - \tilde{A}_i - \tilde{A}_j$ is an orbit of $G$.

Now let $K$ and $K'$ be degeneration-free cycles of codimension $r$ and $n-r$, where $n = \text{dim}(W)$, and assume again that $G$ has a good action on $W$. Let $B$ be the union of codimension two orbits, $\varepsilon : \tilde{W} \to W$ the blowing-up of $B$ and $\tilde{B}$ the union of codimension two orbits on $\tilde{W}$. Then we have the following:

17.6. Theorem

For a generic $\sigma \in G$, $\sigma(K)$ and $K'$ intersect properly on $W$, $\sigma(\tilde{K})$ and $\tilde{K}'$ intersect properly on $\tilde{W}$, and

$$\#_B \sigma(K) \cdot K' = \int_B k_o \cdot k'_o + \#_B \sigma(\tilde{K}) \cdot \tilde{K'},$$

where $k_o$ and $k'_o$ are the multiplicity classes of $K$ and $K'$ at $B$, respectively.

Proof

The first two statements follow from Kleinan's theorem applied to the orbits of $G$ on $W$ and $\tilde{W}$, respectively. The last follows readily from remark 16.7.
§18. Generalization of Halphen's formula to conditions of higher order

The first thing to do, in order to generalize Halphen's formula to conditions of higher order, is to define local characteristic numbers for such conditions.

Since we need work not only on $W$ but also on successive blowing-ups of it along codimension two subvarieties, we will start with a smooth variety $W$ in which two smooth irreducible hypersurfaces $A_1, A_2$ that intersect transversally along a (codimension two) smooth subvariety $B$ are given.

In such a setting, let $K$ be an irreducible subvariety of $W$ such that $K \notin A_1, A_2$. We proceed to define local characteristic numbers for $K$ at $B$. To do this, let $Z_1, \ldots, Z_s$ be the excedentary components of the intersection $B \cap K$. Since $B$ has codimension two in $W$, we will have $\text{codim}_W Z_i = 1$ for $1 \leq i \leq s$. Let $\mathcal{O}_i := \mathcal{O}_{K, Z_i}$, the local ring of $K$ at $Z_i$, so that $\mathcal{O}_i$ is a 1-dimensional local domain. Let $q_i$ be the ideal of $\mathcal{O}_i$ corresponding to $B \cap K$ and set $\nu_i = e_{\mathcal{O}_i}(q_i)$, the multiplicity of $q_i$ in $\mathcal{O}_i$. Then the cycle

$$K_B = \sum_{i=1}^{s} \nu_i Z_i$$

has been called multiplicity cycle of $K$ at $B$ (cf. §16).

Let $\overline{\mathcal{O}}_i$ be the integral closure of $\mathcal{O}_i$ in the field $\mathbb{C}(K)$ of rational functions of $K$. Then $\overline{\mathcal{O}}_i$ has finitely many maximal ideals $m_{ij}$, $1 \leq j \leq r_i$, and the local rings $R_{ij} = (\overline{\mathcal{O}}_i)_{m_{ij}}$ are the discrete valuation rings of $\mathbb{C}(K)$ that dominate $\mathcal{O}_i$. We will write $\nu_{ij} : \mathbb{C}(K)^* \rightarrow \mathbb{Z}$ to denote the valuation function corresponding to $R_{ij}$. For each $i$, let $x_i, y_i \in \mathcal{O}_i$ be such that $(x_i)$ and $(y_i)$ are the ideals defined by $A_1$ and $A_2$ in $\mathcal{O}_i$; in other words, $x_i$ and $y_i$ are local equations (in $K$) for $A_1 \cap K$ and $A_2 \cap K$ at the generic point of $Z_i$. Since $B$ is the (complete) intersection of $A_1$ and $A_2$ we have that $q_i = (x_i, y_i)$. 

18.1. Definitions

Let $p_{ij}$, $q_{ij}$ be the pairs of coprime positive integers such that

$$p_{ij}/q_{ij} = v_{ij}(y_i)/v_{ij}(x_i).$$

Then the pairs $(p_{ij}, q_{ij})$, $1 < i < s$, $1 < j < r_i$, will be called local characteristic pairs of $K$ at $B$, relative to $A_1$ and $A_2$. The pair $(p_{ij}, q_{ij})$ will be said to correspond to $v_{ij}$. For a given characteristic pair $(p_{ij}, q_{ij})$ there exists (clearly) a unique positive integer $n_{ij}$ such that

$$v_{ij}(x_i) = n_{ij} p_{ij}, \quad v_{ij}(y_i) = n_{ij} q_{ij}. $$

Let $d_{ij}$ be the degree of the residue field of $R_{ij}$ over the residue field of $\mathcal{O}_i$. Then the cycle $d_{ij} n_{ij} Z_i$ will be called $R_{ij}$-multiplicity cycle (or $v_{ij}$-multiplicity cycle) of $K$ at $B$, and the cycle $K_{p,q} := \sum d_{ij} n_{ij} Z_i$, where the sum is extended to all pairs $i,j$ such that $p_{ij} = p$, $q_{ij} = q$, will be called $(p,q)$-multiplicity cycle of $K$ at $B$. Naturally, we set $K_{pq} = 0$ if $(p,q)$ does not appear as a characteristic pair of $K$ at $B$.

18.2. Theorem

$$K_B = \sum \min(p,q)K_{pq},$$

where the sum is extended to all pairs $(p,q)$ of coprime positive integers.

Proof

We will see that $Z_i$ appears with the same multiplicity on both sides. On the left hand side this multiplicity is $e_{\mathcal{O}_i}(q_i)$, and by ([Z-S], vol II, proof of Theorem 22 for $d=1$, p.294) we have that for any general $C$-linear combination $f$ of $x_i$ and $y_i$

$$e_{\mathcal{O}_i}(q_i) = \text{length } (\mathcal{O}_i/f\mathcal{O}_i)$$

(cf. also [F], Example 4.3.5). This in turn is equal to $\sum_j d_{ij} v_{ij}(f)$,
as follows by [N], Theorems 6 and 8 (cf. also [F], Example A.3.1). Since 
\( v_{ij}(f) = n_{ij} \min(p_{ij}, q_{ij}) \), we have that 
\[ e_\sigma'(q_i) = \sum_j d_{ij} n_{ij} \min(p_{ij}, q_{ij}) . \]

The theorem is now a direct consequence of this equality and the definition of 
\( K_{p,q} \). □

18.3. Remark

If \( K \) is a purely dimensional cycle of \( W \) such that none of its components is contained in \( A_i \), for \( i=1,2 \), then, by linearity, we can extend to \( K \) the definition of \( K_B \) of local characteristic pairs, and of the cycles \( K_{p,q} \). With this extension Theorem 18.2 is still valid.

The second step toward a generalization of Halphen's formula is to understand the relationship between the local characteristic numbers of \( K \) at \( B \) and those of the strict transform \( \tilde{K} \) of \( K \) on the blowing-up \( \epsilon: \tilde{W} \longrightarrow W \) of \( W \) along \( B \) at the subvarieties \( B_i := E \cap \tilde{A}_i \), \( \tilde{A}_i \) the strict transform of \( A_i \).

18.4. Proposition

The set of local characteristic pairs \( (p_1, q_1) \) of \( \tilde{K} \) at \( B_1 \) (relative to \( \tilde{A}_1 \) and \( E \)) is in one-to-one correspondence with the set of local characteristic pairs \( (p,q) \) of \( K \) at \( B \) (relative to \( A_1 \) and \( A_2 \)) such that \( q > p \).

The relationship between \( (p_1, q_1) \) and the corresponding pair \( (p,q) \) is given by \( p_1 = p \), \( q_1 = q-p \) and for all such \( (p,q) \) the relation

\[ e_* \tilde{K}_{p,q-p} = K_{p,q} \]

holds.
There is a similar statement for $B_2$: in this case a pair $(p,q)$, $p > q$, corresponds to $(p-q,q)$ and $e_* K_{p-q,q} = K_{p,q}$.

Proof

Since $e(\tilde{K} \cap B_1) \subseteq K \cap B$ and $e|_{B_1} : B_1 \rightarrow B$, an excedentary component $\tilde{Z}$ of $\tilde{K} \cap B_1$ is mapped by $e$ to an excedentary component $Z$ of $K \cap B$. Let $\mathcal{O} : = \mathcal{O}_{Z,K}$, $\tilde{\mathcal{O}} : = \mathcal{O}_{\tilde{Z},\tilde{K}}$, so that $e^* : \mathcal{O} \rightarrow \tilde{\mathcal{O}}$ is a local morphism. Since $e^* : C(K) \rightarrow C(\tilde{K})$, we will identify these two fields and in this way we see that any valuation $v$ of $C(\tilde{K})$ centered at $\tilde{Z}$ is also a valuation of $C(K)$ centered at $Z$. The characteristic pair $(p,q)$ of $v$ at $Z$ is defined by the relations $v(x) = nq$, $v(y) = np$, $(p,q) = 1$, where $x$ and $y$ are the elements in $\mathcal{O}$ corresponding to generators $x,y$ of the ideals of $A_1$ and $A_2$ in $\mathcal{O}_{Z,W}$. Now the ideals of $\tilde{A}_1$ and $E$ in $\mathcal{O}_{\tilde{Z},\tilde{W}}$ are generated by $x/y$ and $y$ respectively, and hence the characteristic pair $(p_1,q_1)$ of $v$ at $\tilde{Z}$ is given by the relations $v(y) = n_1 p_1$, $v(x/y) = n_1 q_1$, $(p_1,q_1) = 1$. It turns out that $n_1 = n$, $p = p_1$ and $q = p_1 + q_1$. In particular $q > p$.

Conversely, if $Z$ is an excedentary component of $K \cap B$ and $v$ is a valuation of $C(K)$ centered at $\mathcal{O} : = \mathcal{O}_{Z,K}$ such that $q > p$, where $(p,q)$ is the characteristic pair of $v$ at $Z$, then $Z,v$ comes from some $\tilde{Z},v$ (necessarily unique) the way explained in the first paragraph. In order to see this, let $U$ be an affine open set of $K$ such that $U \cap Z \neq \emptyset$, $l_U(A_1 \cap U) = (\tilde{x})$, $l_U(A_2 \cap U) = (\tilde{y})$, where $\tilde{x},\tilde{y} \in A : = C[U]$. Then $\tilde{K}$ contains an affine open set $U'$ such that $U' \cap B_1 \neq \emptyset$ and with $C[U'] = A[\tilde{x}/\tilde{y}]$. Let $R_v$ be the valuation ring of $v$. Then since $\mathcal{O} \subseteq R_v$, $A \subseteq R_v$. The hypothesis $q > p$ implies that $\tilde{x}/\tilde{y} \in m_v$, the maximal ideal of $R_v$. Thus

$$\tilde{p} : = m_v \cap A[\tilde{x}/\tilde{y}]$$

is a prime ideal of $C[U']$ such that $(\tilde{y},\tilde{x}/\tilde{y}) \subseteq \tilde{p}$. This implies that if $\tilde{Z}$ is the closed set of $\tilde{K}$ corresponding to $\tilde{p}$ then $\tilde{Z} \subseteq U' \cap B_1$ and so
\( \mathcal{Z} \subseteq B_1 \). Since clearly \( \epsilon(\mathcal{Z}) = \mathcal{Z} \), \( \mathcal{Z} \), \( \nu \) satisfies the claimed properties.

To end the proof it is enough to observe that the pair \( Z, \nu \) contributes to \( K_{p,q-p} \) as \( \Delta n\mathcal{Z} \), where \( \Delta = [k(R_{v}): k(\overline{\mathcal{O}})] \), while \( Z, \nu \) contributes as \( \Delta n\mathcal{Z} \), where \( \Delta = [k(R_{v}): k(\mathcal{O})] \). But since \( \epsilon: \mathcal{Z} \xrightarrow{\sim} \mathcal{Z} \), \( \Delta = \Delta \) and so the first contribution is \( \Delta n\mathcal{Z} \), which \( \epsilon_* \) maps to \( \Delta n\mathcal{Z} \). \( \square \)

We are now ready to prove the generalization of Halphen's formula announced before. We use the notations explained after remark 18.3.

18.5. Theorem (Halphen's formula for higher codimensions)

Let \( K \) and \( K' \) be effective cycles of codimension \( i \) and \( i' = n - i \), \( n = \dim(W) \), such that no component of either of them is contained in \( A_1 \) or \( A_2 \). Then there exists a non-empty open set \( U \) of \( G \) such that \( \sigma(K) \) and \( K' \) intersect properly on \( W \) for any \( \sigma \in U \) and

\[
\#_B^{\sigma(K) \cdot K'} = \sum_{p,q} \min(pq', qp') \int_{B} K_{p,q} \cdot K'_{p',q'},
\]

where the sum is extended over all local characteristic pairs \((p,q)\) and \((p',q')\) of \( K \) and \( K' \), respectively, at \( B \).

Proof

We may assume that \( K \) and \( K' \) are irreducible (remark 18.3). Using Kleiman's theorem one sees easily that there exists a non-empty open set \( U \) of \( G \) such that \( \sigma(K) \) and \( K' \) intersect properly on \( W \), and that \( \sigma(\mathcal{K}) \) and \( \mathcal{K}' \) intersect properly on \( \mathcal{W} \), for any \( \sigma \in U \). Then, by 16.7,

\[
\#_B^{\sigma(K) \cdot K'} = \int_{B} K_B \cdot K_B' + \#_{E}^{\sigma(\mathcal{K}) \cdot \mathcal{K}'},
\]

where \( K_B \) and \( K_B' \) are the multiplicity cycles of \( K \) and \( K' \) at \( B \). We may assume that for \( \sigma \in U \) the cycles \( \sigma(\mathcal{K}) \) and \( \mathcal{K}' \) have no intersection points on \( E-B_1-B_2 \). For \( E' := E-B_1-B_2 \) is an orbit of \( G \) (17.5) and \( \sigma(\mathcal{K}) \cap E' \), \( \mathcal{K}' \cap E' \) have codimension \( i \) and \( n-i \) in \( E' \), so that
they do not intersect if $\sigma$ is generic in $G$.

Therefore we may write

\begin{equation}
\left(\ast\right) \#_B^\sigma(K) \cdot K' = \int_B K_B \cdot K'_B + \#_B^\sigma(\tilde{K}) \cdot \tilde{K}' + \#_B^2 \sigma(\tilde{K}) \cdot \tilde{K}'.
\end{equation}

We will prove the theorem using this relation and induction on the maximum value $m$ of the characteristic numbers of $K$ at $B$.

If $m=0$ then $K \cap B$ does not have excedentary components and both members of the claimed formula are zero. So suppose $m > 0$. In the relation $\left(\ast\right)$ above, let $m_i$, $i=1,2$, be the maximum of the characteristic numbers of $\tilde{K}$ at $B_i$. Then, by 18.4, $m_i < m$ and hence by induction we may assume that

\[
\#_{B_i}^\sigma(\tilde{K}) \cdot \tilde{K}'
\]

can be expressed by means of the formula to be established, for all $\sigma$ in some non-empty open set, which we can assume is $U$ (shrinking the former $U$ if necessary). So for $\sigma \in U$ we have

\[
\#_{B_i}^\sigma(\tilde{K}) \cdot \tilde{K}' = \sum \min(pq',qp') \int_{B_i} \tilde{K}_p \cdot \tilde{K}'_p, q > p, q' > p.
\]

where the sum is extended to all characteristic pairs $(\tilde{p}, \tilde{q})$ and $(\tilde{p}', \tilde{q}')$ of $\tilde{K}$ and $\tilde{K}'$, respectively, at $B_i$. But by 18.4 these characteristic pairs are of the form $(p, q-p)$, $(p', q'-p')$, where $(p, q)$, $(p', q')$ are the characteristic pairs of $K$ and $K'$, respectively, at $B$ with $q > p$, $q' > p'$. Therefore

\[
\#_{B_i}^\sigma(\tilde{K}) \cdot \tilde{K}' = \sum_{q > p} \min(p(q'-p'), (q-p)p') \int_{B_i} \tilde{K}_p \cdot \tilde{K}'_p, q > p, q', p' = \\
\sum_{q > p} \min(pq', qp') \int_B K_p \cdot K'_p, q > p, q', - \sum_{q > p} pp' \int_B K_p \cdot K'_p, q', p',
\]
where the sums are extended to characteristic pairs (p,q), (p',q') of K and K', respectively, with the restrictions made explicit below the summation signs.

Similarly,

\[
\# \text{B}_2(\bar{\Omega}) \cdot \bar{\Omega}^r = \sum_{q<p} \min(pq',qp') \int B K P, q \cdot K' P', q' - \sum_{q<p} qq' \int B K P, q \cdot K' P', q'.
\]

On the other hand

\[
\int B K_B \cdot K_B^r = \sum_{p, q \neq p', q'} \min(p, q) \cdot \min(p', q') \int B K P, q \cdot K' P', q',
\]

by 18.2.

The claimed formula follows now easily by substituting the last three equalities in (*) and observing that \(\min(p,q)\min(p',q')\) is equal to \(pp'\) if \(q>p\) and \(q'>p'\); to \(qq'\) if \(q<p\) and \(q'<p'\); and to \(\min(pq',qp')\) in all other cases.

18.6. Remark

It is easy to see that when \(i=1, i'=4\) and \(W\) is the variety of complete conics, then 18.5 gives Halphen's first formula. See also 20.2.

§ 19. Examples of higher order conditions

This section is devoted to the construction of certain cycles (in codimensions 2, 3 and 4) and to compute their Chow classes and multiplicity cycles. The leading idea is to find, for each codimension, cycles with the simplest (non-trivial) local characters.
where the sums are extended to characteristic pairs \((p, q), (p', q')\) of \(K\) and \(K'\), respectively, with the restrictions made explicit below the summation signs.

Similarly,

\[
\# B_2^0 \cdot K' = \sum_{q < p \atop q' < p'} \min(pq', qp') \int_B K_{p, q} \cdot K'_{p', q} - \sum_{q < p \atop q' < p'} qq' \int_B K_{p, q} \cdot K'_{p', q}'.
\]

On the other hand

\[
\int_B K_B \cdot K' = \sum_{p, q \atop p', q'} \min(p, q) \cdot \min(p', q') \int_B K_{p, q} \cdot K'_{p', q'},
\]

by 18.2.

The claimed formula follows now easily by substituting the last three equalities in (*) and observing that \(\min(p, q) \min(p', q')\) is equal to \(pp'\) if \(q > p\) and \(q' > p'\); to \(qq'\) if \(q < p\) and \(q' < p'\); and to \(\min(pq', qp')\) in all other cases.

18.6. Remark

It is easy to see that when \(i = 1, i' = 4\) and \(W\) is the variety of complete conics, then 18.5 gives Halphen's first formula. See also 20.2.

§19. Examples of higher order conditions

This section is devoted to the construction of certain cycles (in codimensions 2, 3 and 4) and to compute their Chow classes and multiplicity cycles. The leading idea is to find, for each codimension, cycles with the simplest (non-trivial) local characters.
Construction of the codimension 2 cycles $H_{p,q}$

Let $P, Q$ be two distinct points of $P_2$ and let $u$ be a line going through $P$ and not through $Q$. If $p, q$ are coprime positive integers then we may use $P$ and $u$ to define the condition $S_{p,q}$ (cf. 11.1; as we explain there in it is not necessary to specify the additional two points on $u$ and two lines through $P$ required to define $S_{p,q}$). Let also denote by $L_{p,Q}$ the condition of harmonically dividing $PQ$. Then the intersection $L_{p,Q} \cap S_{p,q}$ has codimension two and contains $\hat{A}_P$ (double lines through $P$) as a component.

19.1. Lemma

The multiplicity of $\hat{A}_P$ in the intersection $L_{p,Q} \cap S_{p,q}$ is equal to $q$.

Proof

From the description of $S_{p,q}$ given at the end of 11.1 we know that it belongs to the pencil defined by the (linearly equivalent) divisors $q\hat{A} + (2p+q)\tilde{L}_u$ and $p\hat{A} + (2q+p)L_P$. Let us compute the multiplicity of $\hat{A}_P$ in the intersection of these divisors with $L_{p,Q}$.

We have that

$$L_{p,Q}(q\hat{A} + (2p+q)\tilde{L}_u) = qL_{p,Q}\cdot \hat{A} + (2p+q)L_{p,Q}\cdot \tilde{L}_u$$

$$= q(\hat{A}_P + \hat{A}_Q) + (2p+q)L_{p,Q}\cdot \tilde{L}_u$$

(see §15 for the computation of the intersection products used here). Since $\tilde{L}_u$ does not contain $\hat{A}_P$, it follows that $\hat{A}_P$ has multiplicity $q$ in $L_{p,Q}(q\hat{A} + (2p+q)\tilde{L}_u)$.

Similarly,

$$L_{p,Q}(p\hat{A} + (p+2q)L_P) = pL_{p,Q}\cdot \hat{A} + (p+2q)L_{p,Q}\cdot L_P$$
and $\tilde{A}_p$ is not contained in $A$, while $L_{p,Q} \cdot L_p = \tilde{A}_p + \frac{1}{2} L_p \tilde{L}_v$, where $v$ is the line $PQ$. Thus $\tilde{A}_p$ has multiplicity $p+2q$ in $L_{p,Q} \cdot (pA+(p+2q)L_p)$. Consequently the multiplicity of $\tilde{A}_p$ in $L_{p,Q} \cdot S_{p,q}$ is $q$ (the least of the two just computed intersection numbers). \(\square\)

Thus $L_{p,Q} \cdot S_{p,q} - q\tilde{A}_p$ is an effective cycle that does not contain $\tilde{A}_p$ as a component. This cycle will be denoted by $H_{p,q}$.

19.2. Remark

$H_{p,q}$ is the closure of the set of non-degenerate conics that harmonically divide $PQ$ and satisfy $S_{p,q}$. Indeed, since $S_{p,q} \cap A = B \cup A_u$, $S_{p,q} \cap \tilde{A} = B \cup \tilde{A}_p$, $B \not\in L_{p,Q}$, and $A_u \not\in L_{p,Q}$, we see that $\tilde{A}_p$ is the only degenerate component of $L_{p,Q} \cdot S_{p,q}$. \(\square\)

19.3. Lemma

$H_{p,q} \cap B = B \cup A_u \cup q\tilde{A}_p$, so that $B_{Q}$ is the only excedentary component of $H_{p,q} \cap B$.

Proof

First notice that set-theoretically we have

\[
(H_{p,q} + q\tilde{A}_p) \cap A = S_{p,q} \cap L_{p,Q} \cap A = (B \cup A_u) \cap L_{p,Q} = B_p \cup B_Q \cup (A_u \cap L_{p,Q}).
\]

Now let us compute the intersection multiplicity of $H_{p,q} + q\tilde{A}_p$ and $A$ at $B_p$:

\[
i_{B_p}((H_{p,q} + q\tilde{A}_p) \cdot A) = i_{B_p}(S_{p,q} \cdot (L_{p,Q} \cdot A)) = i_{B_p}((q\tilde{A} + (2p+q)\tilde{L}_u) \cdot (L_{p,Q} \cdot A))
\]

(because $S_{p,q}$ is in the pencil defined by $q\tilde{A} + (2p+q)\tilde{L}_u$ and $pA+(p+2q)L_p$)
and the latter contains $A$)

$$= q \cdot B_p^*(L_p, Q' \cdot A) = q$$

(because $\tilde{A} \cdot (L_p, Q \cdot A) = L_p, Q \cdot B = B_p + B_Q$ and $L_p, Q \cdot L_u \cdot A$ does not contain $B_p$).

This implies that $H_{p,q} \not\subset B_p$. Indeed, otherwise $H_{p,q} \cap A$ would contain $B_p$, which would force the multiplicity of $B_p$ in $(H_{p,q} + B_p) \cap A$ to be greater than $q$ (clearly $A_p \cap A$ contains $B_p$). Therefore

$$H_{p,q} \cap A = B_Q \cup (A_u \cap L_p, Q)$$

and consequently

$$H_{p,q} \cap B = H_{p,q} \cap A \cap \tilde{A}$$

$$= B_Q \cup (A_u \cap L_p, Q) \cap \tilde{A}$$

$$= B_Q \cup r_u Q \cup \tilde{r_u} . \quad \Box$$

19.4. Theorem

(a) $H_{p,q} \sim qL^2 + (q^2 + q)\frac{L}{2}$

(b) For any pair of positive coprime integers $p', q'$ we have that

$$(H_{p,q}, p', q') = \begin{cases} 0 & \text{if } (o', q') \neq (p, q) \\
B_Q & (\sim \in A^1(B)) \text{ if } (p', q') = (p, q) \end{cases}$$

Proof

(a) It is an immediate consequence of the definition of $H_{p,q}$.

(b) Since $B_Q$ is the only excedentary component of $H_{p,q} \cap B$, let us consider the local rings $O$ and $\mathfrak{O}$ of $B_Q$ in $W$ and $H_{p,q}$, respectively. Let $f \in O$ be a generator of the ideal defined by $L_p, Q$ and let $x, y \in O$ be the generators of the ideals defined by $A$ and $A$, respectively, induced by the functions $X, Y$ defined using $u$ and $P$ as in §4. Then $S_{p,q}$ defines an ideal in $O$ generated by $\lambda x^p - y^q$, $\lambda$ a non-zero scalar, and
therefore the ideal of $H_{p,q}$ in $\mathcal{O}$ is $(f, \lambda x^p - y^q)$. It follows that $\mathcal{O} = \mathcal{O}/(f, \lambda x^p - y^q)$. But $\mathcal{O}' = \mathcal{O}/(f)$ is a regular local ring of dimension 2 and $\mathcal{O} = \mathcal{O}'/(\lambda x^p - y^q)$, where $x', y' \in \mathcal{O}'$ are the classes of $x, y \in \mathcal{O}$. In particular $\mathcal{O}$ is a domain and so there is only one irreducible component $K$ of $H_{p,q}$ containing $B_Q$. Thus $\mathcal{O} = \mathcal{O}_{B_Q,K}$ and any local characteristic pair of $H_{p,q}$ will come from $K$. But now taking the completion of $\mathcal{O}$ we see that there exists a unique valuation $v$ of $\mathbb{C}(K)$ centered at $\tilde{\mathcal{O}}$ and that such valuation satisfies $v(x) = q$, $v(y) = p$, $d = 1$ (where $d$ is the degree of the residue field of $R_v$ over the residue field of $\mathcal{O}$). This completes the proof. □

The dual construction of $H_{p,q}$ leads to the construction of cycles that will be denoted $\tilde{H}_{q,p}$. The (dual) role of the point $Q$ not on $u$ is played by a line $v$ not through $P$. With these notations we have:

19.4. Theorem

(a) $\tilde{H}_{p,q} \sim pL^2 + (p+\Delta q)\frac{L}{2}$

(b) For any pair of positive coprime integers $(p',q')$

$$\left\{ \begin{array}{ll}
0 & \text{if } (p',q') \neq (p,q) \\
B_v \left( \sim \tilde{z} \text{ in } A^1(B) \right) & \text{if } (p',q') = (p,q).
\end{array} \right.$$ □

Construction of the codimension 3 cycles $G_{p,q}$

Fix three non-collinear points $P,Q,Q'$ and let $v,v',w$ be the lines $PQ, PQ',\text{ and } QQ'$, respectively.

19.5. Lemma

The cycle $\tilde{A}_p$ is a component of multiplicity one in the intersection of the cycles $L_{p,Q}$ and $L_{P,Q'}$. 
Proof

It is easy to check that

\[ L_{p,Q} \cap L_{p,Q}', \cap A = B_p \cup D_p \cup \Lambda_{wp} . \]

Since

\[ L_{p,Q}' \cdot L_{p,Q}' \cdot A = \begin{pmatrix} 3 \\ 3 \\ 4 \end{pmatrix}, \quad B_p \sim \begin{pmatrix} 0 \\ 2 \\ 4 \end{pmatrix}, \quad D_p \sim \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad \Lambda_{wp} \sim \begin{pmatrix} 2 \\ 1 \\ 0 \end{pmatrix}, \]

actually we have

\[ L_{p,Q}' \cdot L_{p,Q}' \cdot A = B_p + D_p + \Lambda_{wp} . \]

Now \( \hat{A}_p \) is clearly a component of \( L_{p,Q} \cap L_{p,Q}' \). Let \( m > 1 \) be its multiplicity. Then since \( \hat{A}_p \cdot A = B_p \), we see that the multiplicity of \( B_p \) in \( L_{p,Q}' \cdot L_{p,Q}' \cdot A \) is at least \( m \). Thus \( m=1 \). □

Set \( G = L_{p,Q}' \cdot L_{p,Q}' - \hat{A}_p \). Then \( G \) is an effective cycle that does not contain \( \hat{A}_p \) as a component. Clearly \( G \sim \frac{L}{2} \). As a consequence of the previous lemma and its proof we have:

19.6. The intersection \( G \cdot A \) is proper and \( G \cdot A = D_p + \Lambda_{wp} \). □

19.7. Remark

The intersection \( G \cdot \bar{A} \) is also proper, as \( L_{p,Q} \cdot L_{p,Q}' \) only has the component \( \hat{A}_p \) in \( \bar{A} \). Thus we may say that \( G \) is determined by its intersection with the open set of non-degenerate conics. We will express this by saying that \( G \) is the closure of the family of non-degenerate conics for which \( P,Q \) and \( P,Q' \) are conjugate pairs.

Now since on non-degenerate conics these conditions are equivalent to being conjugate the pairs of lines \( w,v \) and \( w,v' \), we have also the expression
Moreover,

\[ G = \tilde{L}_{w,v} \cdot \tilde{L}_{w,v'} - \lambda_w. \]

19.8. Lemma

(a) \[ G.L_p = D_p + \tilde{\lambda}_{w,p}, \]
(b) \[ G.\tilde{L}_u = D_p + \tilde{\xi}_{p,u,w}, \]
(c) \[ G.L_{Q,Q'} = \tilde{D}_w + T_{p,Q,Q'}. \]

Proof

(a) By the definition of \( G \), remark 19.7, and 19.6 we see that (set-theoretically)

\[ G = L_{p,Q} \cap L_{p,Q'} \cap \tilde{L}_{w,v} \cap \tilde{L}_{w,v'}, \]

and hence

\[ G \cap L_p = D_p \cup \tilde{\lambda}_{w,p}. \]

But now

\[ G \cdot L_p \sim \begin{pmatrix} 1 \\ 2 \end{pmatrix}, \quad D_p \sim \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{and} \quad \tilde{\lambda}_{w,p} \sim \begin{pmatrix} 0 \\ 1/2 \end{pmatrix}, \]

and so (a) follows.

(b) It is clear that \( D_p \) is a component, and in fact the only degenerate component, of \( G \cap \tilde{L}_u \). Let \( \tilde{\xi} \) be the closure of the non-degenerate conics in \( G \cap L_p \). It is easy to see that \( \tilde{\xi} = \xi_{p,u,w} \). Now since

\[ G.\tilde{L}_u \sim \begin{pmatrix} 2 \\ 1 \\ 1 \end{pmatrix}, \quad D_p \sim \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad \text{and} \quad \xi_{p,u,w} \sim \begin{pmatrix} a \\ \beta \\ \gamma \end{pmatrix}, \]

with \( a > 0 \) (as it is easy to see), it turns out that actually \( a = \beta = \gamma = 1 \), and that \( G.\tilde{L}_u = D_p + \xi_{p,u,w}. \)

(c) From \( G + \tilde{\lambda}_p = L_{p,Q} \cdot L_{p,Q'} \) it follows that
\[ G \cdot L_{Q,Q'} + \tilde{D}_v + \tilde{D}'_v = L_{P,Q} \cdot L_{P,Q'} \cdot L_{Q,Q'} \]
\[ = T_{P,Q,Q'} + \tilde{D}_v + \tilde{D}'_v + \tilde{D}_w \]

and this completes the proof. \( \Box \)

19.9. Lemma

The irreducible cycles \( D_p \) and \( \tilde{A}_{w,p} \) are the degenerate components of the intersection \( S_{p,q} \cdot G \) and the corresponding multiplicities are \( 2p+q \) and \( q \), respectively.

Proof

It is similar to the proof of 19.1 and we will omit it. In the computations (a) and (b) of lemma 19.8 are used. \( \Box \)

Thus the codimension 3 cycle

\[ G_{p,q} := G \cdot S_{p,q} - (2p+q)D_p - q\tilde{A}_{w,p} \]

is effective and has no degenerate component. The cycle \( \tilde{G}_{q,p} \) is defined using the dual construction of \( G_{p,q} \).

19.10. Theorem

(a) \( G_{p,q} \sim (2p+q, 2p+q, 2p+2q)^T \).

(b) For any pair \((p',q')\) of positive coprime integers,

\[ (G_{p,q})_{p',q'} = \begin{cases} 0 & \text{if } (p',q') \neq (p,q) \\ \tilde{f}_w \sim \kappa^2 \text{ in } A^1(B) & \text{if } (p',q') = (p,q). \end{cases} \]

(\(\alpha\)) \( \tilde{G}_{p,q} \sim (2p+2q, p+2q, p+2q)^T \).

(\(\beta\)) For any pair \((p',q')\) of positive coprime integers
(G_p,q)_{p',q'} = \begin{cases} 
0 & \text{if } (p',q') \neq (p,q) \\
r_p (\sim \kappa^2 \text{ in } A^1(B)) & \text{if } (p',q') = (p,q). 
\end{cases}

Proof

Formula (a) can be obtained (recalling that \( G \sim \frac{L+L}{2} \), \( S_{p,q} \sim 2qL+2pL \), \( D_p \sim L^2 \), and \( \tilde{\Lambda}_{w,p} \sim 2L^2 + \frac{L}{2} \)) by a straightforward computation.

(b) Recall that \( G \) and \( A \) intersect properly and that \( G.A = D_p + \tilde{\Lambda}_{w,p} \) (see 19.6). Thus \( \tilde{A} \) properly intersects \( G.A \) and hence

\[ G.B = (G.A) \cdot \tilde{A} = r_p + \tilde{r}_w + \tilde{r}_{w,p}, \]

as \( D_p.A = r_p, \tilde{\Lambda}_{w,p} \cdot \tilde{A} = \tilde{r}_w + \tilde{r}_{w,p} \). In particular

\[ G_{p,q} \cap B \subseteq G \cap B = r_p \cup \tilde{r}_w \cup \tilde{r}_{w,p}. \]

Now \( \tilde{r}_w \) is a component of \( G_{p,q} \cap B \), and so an excedentary component. In fact it is enough to show that \( \tilde{r}_w \) is contained in \( G_{p,q} \), and this follows easily from the definition of \( G \) and \( G_{p,q} \). The cycles \( r_p \) and \( \tilde{r}_{w,p} \), however, are not contained in \( G_{p,q} \) (lemma 19.11 below) and therefore \( \tilde{r}_w \) is the only excedentary component of \( G_{p,q} \cap B \).

Since \( \tilde{r}_w \) has multiplicity one in the intersection of \( G \) and \( B \), the local ring \( \mathcal{O}_{\tilde{r}_w,G} \) is regular (of dimension 2). If we take equations \( X,Y \) of \( B \) at the generic point of \( \tilde{r}_w \) as in §4, then the restrictions \( x, y \) of \( X,Y \) to \( G \) generate the maximal ideal of \( \mathcal{O}_{\tilde{r}_w,G} \). Now at the generic point of \( \tilde{r}_w \) the cycle \( G_{p,q} \) is cut out on \( G \) by \( S_{p,q} \) and hence the local ring of \( \tilde{r}_w \) on \( G_{p,q} \) is of the form \( \mathcal{O}_{\tilde{r}_w,G}/(\lambda x^p - y^q) \). Henceforth the proof can be completed as in the proof of 19.4.(b). □

19.11. Lemma

The cycles \( r_p \) and \( \tilde{r}_{w,p} \) are not contained in \( G_{p,q} \).
Proof

Since \( r_w \) is a component of \( G_{p,q',L_{Q,Q'}} \), we may write

\[
G_{p,q',L_{Q,Q'}} = p \tilde{r}_w + r,
\]

where \( r \) is an effective cycle not containing \( r_w \) as a component. We are going to see that \( \rho = p \) and \( r \sim (2p+q, 2p+2q)^T \). In order to do that we compute \( G_{S_p,q',L_{Q,Q'}} \) in two ways: on the one hand

\[
G_{S_p,q',L_{Q,Q'}} = (T_{p,Q,Q'} + D_w).S_{p,q} \tag{by 19.8(a)}
\]

and on the other

\[
G_{S_p,q',L_{Q,Q'}} = G_{p,q',L_{Q,Q'}} = G_{p,q'.L_{Q,Q'}} = (T_{p,Q,Q'} + D_w).S_{p,q} + \rho \tilde{r}_w \tag{by 15.3(b)}
\]

Comparing both expressions we get \( \rho = p \) and that

\[
G_{p,q',L_{Q,Q'}} = p \tilde{r}_w + r
\]

\[
(*) \quad T_{p,Q,Q'}.S_{p,q} = r + (2p+q) r_{P;v,v'} + q r_{v,v',P,Q} + q r_{v',P,Q'}.
\]

Since \( G_{p,q',L_{Q,Q'}} \sim (2p+q) \), one computes that \( r \sim (2p+q) \). So \( r.A = 2p \).

Moreover, the relation \( S_{p,q',L_{Q,Q'}} = (2q,2p) \cdot (0,1) = 2p \), together with \( (*) \), imply that the 2p intersections of \( r \) with \( A \) actually lie on \( \tilde{r}_{w,q',Q} \).

In particular

\[
(**) \quad r \cap \tilde{r}_v,P,Q = \emptyset \quad \text{and} \quad r \cap \tilde{r}_{v',P,Q'} = \emptyset.
\]

Assume now that \( r_p \subseteq G_{p,q'} \). Then \( r_p \cap L_{Q,Q'} = \{(v^2,p^2), (v'^2,p^2)\} \) would be contained in \( G_{p,q}.L_{Q,Q'} = r \cup \tilde{r}_w \). But this is absurd, because by \( (**) \) it cannot be contained in \( r \), and clearly it is not contained in
A similar argument shows that $\Gamma_{w,p}$ is not contained in $G_{p,q}$. In this case $\Gamma_{w,p} \cap L_{Q,Q'} = \{(v^2,Q^2),(v'^2,Q'^2)\}$ and this is not contained in $\Gamma_w$, nor in $\Gamma$. $\square$

Construction of the codimension four cycles $\Gamma_{p,q}$

Here we explain a procedure for constructing a 1-dimensional system of conics having $(p,q)$ as its only pair of local characteristic numbers, $p,q$ coprime positive integers.

Let $P_0', P_1', P_2'$ be a triangle in $P_2$ and let $T = T_{P_0',P_1',P_2'}$. Then we know that the image of the restriction of $p: \mathcal{W} \rightarrow P_5$ to $T$ is the plane $T'$ spanned by $u_0^2, u_1^2, u_2^2$, where $u_0, u_1, u_2$ are the sides of the triangle $P_0', P_1', P_2'$ and that $p: T \rightarrow T'$ is the blowing up of $T'$ at the three points $u_0^2, u_1^2, u_2^2$.

The plane $T'$ can be easily described if we take $P_0', P_1', P_2'$ as coordinate triangle: if this is the case the point conics in $T'$ are those having a diagonal matrix $\text{diag}(a_0, a_1, a_2)$. Moreover $a_0, a_1, a_2$ are projective coordinates on $T'$ with respect to the triangle $u_0^2, u_1^2, u_2^2$.

Now given a pair $(p,q)$ of coprime positive integers, let $\Gamma_{p,q}'$ be the curve in $T'$ defined by the equation

$$\Gamma_{p,q}' : a_0^p(a_1+a_2)^q = a_1^{p+q}.$$ 

This curve has a single branch at $u_0^2$ of multiplicity $q$ whose tangent is distinct from the sides of the triangle; it does not go through $u_1^2$; and it has a single branch at $u_2^2$ of multiplicity $p$ and class $q$ whose tangent coincides with the side $a_0=0$. On the side $a_2=0$ has $p$ additional points, other that $u_0^2$. 

Define $r_{p,q}$ as the strict transform of $r'_{p,q}$ under $p: T \rightarrow T'$. Thus $r_{p,q}$ is the 1-dimensional system of conics which is the closure of the non-degenerate conics that have $P_0', P_1', P_2'$ as a self-polar triangle and satisfy the equation above.

From the standard properties of the blowing up one sees (cf. also §10) that $r_{p,q}$ has just one point on $B$, namely the point on the exceptional line over $u_2^2$ corresponding to the tangent $a_o = 0$, $(u_2^2, p_0^2)$. Since the intersection numbers of $r_{p,q}$ with $\hat{A}$ and $A$ at this point are $p$ and $q$, respectively, we see that the multiplicity cycle of $r_{p,q}$ at $B$ is $(u_2^2, p_0^2)$, and that it has a single characteristic pair, $(p,q)$.

Finally $r_{p,q} \sim (p+q)$, as $r_{p,q} \cdot A = r_{p,q} \cdot \hat{A} = p+q$, as one sees immediately from the description of $r'_{p,q}$ given before.
§ 20. Strict equivalence of conditions

20.1. Definition

Given degeneration free conditions $K_1, K_2$ of the same dimension $d$, we shall say that $K_1$ is strictly equivalent to $K_2$ iff for any condition $K$ of dimension $5-d$ the relation $p(K_1 \cdot K) = p(K_2 \cdot K)$ holds. □

In this section we will prove that two conditions are strictly equivalent iff they have the same global and local characters and then we will use this fact to construct free $\mathbb{Z}$-basis of $\text{Hal}^i(W)$, for $i=2,3,4$. Given a condition $K$, its class $[K]$ in $A'(W)$ will be called global character of $K$. Identifying $A^i(W)$ with $\mathbb{Z}^{r(i)}$, where $r(0) = r(5) = 1$, $r(1) = r(4) = 2$, and $r(2) = r(3) = 3$, by means of the bases described in §15, the global character of a codimension $i$ condition is a vector with $r(i)$ integer coordinates. On the other hand, if $K$ is a condition of codimension $i$ we shall say that the pair $(p,q)$ of coprime positive integers appears with multiplicity $\beta \in A^{i-1}(B)$ if $\beta$ is the class of $K_{p,q}$ in $A^{i-1}(B)$. If we identify $A^j(B)$ with $\mathbb{Z}^{r'(j)}$, where $r'(0) = r'(3) = 1$, and $r'(1) = r'(2) = 2$, using the bases described in §15, then the multiplicity of $(p,q)$ in $K$ is a vector with $r'(i-1)$ coordinates, $1 \leq i \leq 4$. With these conventions, the symbol $B[p,q]$ will be called the local character of $K$ corresponding to the pair $(p,q)$. The strict class of $K$ will be denoted by $<K>$.

Halphen's formula for higher codimensions (theorem 18.5) can now be rephrased, for the case of conics, as follows:

20.2. Let $K, K'$ be degeneration free conditions of dimensions $i$ and $5-i$, respectively. Let $\alpha, \alpha'$ be their global characters and $\beta_i[p_i, q_i], 1 \leq i \leq s$, $\beta'_j[p'_j, q'_j], 1 \leq j \leq s'$, their local characters. Then

$$p(K.K') = \alpha . \alpha' - \sum_{i,j} (\beta_i . \beta'_j) \min(p_i q'_j, q_i p'_j) □$$
20.3. In view of the additive behaviour of this formula one can extend to non-effective cycles that do not have degenerate components the notions of proper intersection, strict equivalence, and of global and local characters. With such an extension the formula is still correct. □

20.4. Theorem

Let $K$ and $K'$ be conditions of the same codimension, say $i$. Then $K$ and $K'$ are strictly equivalent iff they have the same global and local characters.

Before proving this result we will use it to construct bases for $\text{Hal}^i(W)$, $i=2,3,4$.

Since the strict equivalence is clearly compatible with addition, the strict equivalence classes of degeneration free cycles of codimension $i$ form an abelian group under addition. This group will be denoted by $\text{Hal}^i(W)$, so that $\text{Hal}^i(W)$ is the group $\text{Hal}(W)$ studied in §12. The strict class of a condition $K$ will be denoted by $\langle K \rangle$. Notice that $\text{Hal}^0(W)$ is infinite cyclic generated by $\langle W \rangle$ and that $\text{Hal}^5(W)$ is infinite cyclic generated by $\langle C \rangle$, where $C$ is any point of $W$.

With the notations of §12, and fixing a point $P$, a line $u$, and all other points and lines needed to define the cycles $\Gamma_{p,q}$, $G_{p,q}$, and $\Gamma_{p,q}$, we have the following:

20.5. The strict equivalence classes of the cycles

$$L_p, \quad \frac{L_p \cdot L_u}{2}, \quad L_u, \quad H_{p,q}, \quad H_{p,q},$$

where $(p,q)$ runs through all pairs of coprime positive integers, form a free
basis of $\text{Hal}^2(W)$. Moreover, given a condition $K$ if we let $(a, b, \tilde{a}) \in \mathbb{Z}^3$ be its global character and $\beta_{p, q} [p, q]$ its local characters, $\beta_{p, q} = (\beta_{1, p, q}^1, \beta_{1, p, q}^2) \in \mathbb{Z}^2$, then

$$<K> = (a - \varepsilon p \beta_{p, q}^1) <L^2> + (b - \varepsilon (2p+q) \beta_{p, q}^1 + 2q \beta_{p, q}^2) <L^2> + (\tilde{a} - \varepsilon p \beta_{p, q}^2) <L^2> + \varepsilon \beta_{p, q}^1 <H_{p, q}> + \varepsilon \beta_{p, q}^2 <H_{p, q} >.$$  

**20.6.** Let $S$, $T$ and $\tilde{S}$ be the basis of $A^3(W)$ that is dual of the basis $L^2, \frac{L^1}{2}, L^2$ of $A^2(W)$. Then the strict classes of

$$S, T, \tilde{S}, G_{p, q}, \tilde{G}_{p, q},$$

where $(p, q)$ runs through all pairs of coprime positive integers, form a free basis of $\text{Hal}^3(W)$. Furthermore, given a codimension 3 condition $K$ if we let $(a, b, \tilde{a}) \in \mathbb{Z}^3$ denote its global character and $\beta_{p, q} [p, q]$ its local characters, $\beta_{p, q} = (\beta_{1, p, q}^1, \beta_{1, p, q}^2) \in \mathbb{Z}^2$, then

$$<K> = (a - \varepsilon (2p+q) \beta_{p, q}^1 - \varepsilon (2p+2q) \beta_{p, q}^2) <S > + (b - \varepsilon (2p+q) \beta_{p, q}^1 - \varepsilon (p+2q) \beta_{p, q}^2) <T > + (\tilde{a} - \varepsilon (2p+2q) \beta_{p, q}^1 - \varepsilon (p+2q) \beta_{p, q}^2) <\tilde{S}> + \varepsilon \beta_{p, q}^1 <G_{p, q}> + \varepsilon \beta_{p, q}^2 <\tilde{G}_{p, q} >.$$  

**20.7.** Let $\Gamma, \tilde{\Gamma}$ be the basis of $A^4(W)$ that is dual of the basis $L, \tilde{L}$ of $A^1(W)$. Then the strict classes of

$$\Gamma, \tilde{\Gamma}, \Gamma_{p, q},$$

where $(p, q)$ runs over all pairs of coprime positive integers, form a free basis of $\text{Hal}^4(W)$. Moreover, if $K$ is a codimension 4 condition, and we let $(a, \tilde{a})$ be its global character and $\beta_{p, q} [p, q], \beta_{p, q} \in \mathbb{Z}$, its local charac-
In the three cases the expression on the right hand side has the same characters as $K$, as a straightforward computation shows. Therefore the claimed equalities are valid by 20.4. So the system of conditions in each of the three cases is a system of generators of the corresponding $\text{Hal}^1(W)$. Now, using 20.4, it is easy to check that these generators are linearly independent over $\mathbb{Z}$. $\square$

**Proof of 20.4.**

That the conditions are sufficient is an immediate consequence of Halphen's generalized formula 20.2.

To see that the conditions are necessary, assume $K$ and $K'$ are strictly equivalent. Intersect first $K$ and $K'$ with the cycles $L_{5-i}, L_{4-i} L, \ldots, L_{5-i}$. Since these cycles do not have local characteristics, the intersection numbers are the same (they coincide with the proper intersection numbers) and we deduce easily that $K$ and $K'$ have the same global characters. We want to see that they also have the same local characters.

Let $(p_1, q_1), \ldots, (p_k, q_k)$ be any set of pairs of coprime positive integers that contains all pairs of local characteristic numbers of $K$ and $K'$. For $1 \leq j \leq k$, let $\beta_j$ denote the multiplicity of $(p_j, q_j)$ in $K$ if $i=1$ or 4, and either the first or the second component of the multiplicity of $(p_j, q_j)$ in $K$ if $i=2$ or 3. Define $\beta'_j$ similarly for $K'$. We want to see that $\beta_j = \beta'_j$. Without loss of generality we may assume that $p_j/q_j$ increases with $j$.

In order to do that, set, for $1 \leq j \leq k$, $K_j = S_{p_j, q_j}$ if $i=1$; $K_j = \ldots$
\[= H_{p_j, q_j} \text{ or } \tilde{H}_{p_j, q_j} \text{ if } i=2 \text{ and according to whether we are looking at the first or second component of the multiplicity; } K_j = G_{p_j, q_j} \text{ or } \tilde{G}_{p_j, q_j} \text{ if } i=3 \text{ and according to whether we are looking at the first or second component of the multiplicity; and } K_j = r_{p_j, q_j} \text{ if } i=4. \]

In all cases, if we set \( \pi_j := p(K, K_j) \), then by 20.2 we get that

\[
\pi_j = (\sum_{h=1}^{j} \beta_h p_h) q_j + (\sum_{h=j+1}^{\ell} \beta_h q_h) p_j.
\]

From this expression it is immediate to deduce that

\[
q_j \pi_{j+1} - q_{j+1} \pi_j = (q_j p_{j+1} - p_j q_{j+1})(\sum_{h=j+1}^{\ell} \beta_h q_h)
\]

and

\[
p_{j+1} \pi_j - p_j \pi_{j+1} = (q_j p_{j+1} - p_j q_{j+1})(\sum_{h=1}^{j} \beta_h p_h).
\]

So if we set, for \( 1 \leq j \leq \ell \),

\[
\Delta_j = q_j p_{j+1} - p_j q_{j+1}, \quad \Delta'_j = q_j \pi_{j+1} - q_{j+1} \pi_j, \quad \Delta''_j = p_{j+1} \pi_j - p_j \pi_{j+1}
\]

and

\[
\rho_j' = \Delta'_j/\Delta_j, \quad \rho_j'' = \Delta''_j/\Delta_j
\]

then

\[
\rho_j' = \beta_{j+1} q_{j+1} + \ldots + \beta_\ell q_\ell
\]

and

\[
\rho_j'' = \beta_1 p_1 + \ldots + \beta_j p_j.
\]

It turns out that for \( 1 \leq j \leq \ell - 1 \)

\[(*\star) \quad \rho_j' - \rho_j'_{j-1} = \beta_j q_j \quad \text{and} \quad \rho_j'' - \rho_j''_{j-1} = \beta_j p_j
\]

whereas

\[(**) \quad \rho_{k-1}'' = \beta_k q_k \quad \text{and} \quad \rho_1'' = \beta_1 p_1.
\]
Since the numbers \( p_j \) and \( q_j \) only depend on the sequence \( \pi_1, \ldots, \pi_k \), these expressions show that the multiplicities \( \beta_j \) only depend on the sequence \( \pi_1, \ldots, \pi_k \). But since \( K \) and \( K' \) are strictly equivalent, \( p(K, K_j) = p(K', K_j) \) and so the above expressions (*) and (**) show that \( \beta_j = \beta'_j \) for all \( j \). This completes the proof of 20.4. \( \square \)

In next section we need the fact that the \( K_j \)'s used in the proof above have some sort of universality that we explain presently.

20.8. Proposition

Given a class \( \xi \in A^i(W) \), there exist effective cycles \( K_1, \ldots, K_k \) of codimension \( 5-i \), depending only on \( \xi \), such that the local characters of any effective cycle \( K \) representing \( \xi \) can be computed from the set of integers \( \pi_j = p(K, K_j), 1 \leq j \leq k \). (The actual expressions are as (*) and (**) in the preceding proof.)

Proof

By the proposition 20.10 below, the local characters of an effective \( K \) representing \( \xi \) have an upper bound that only depends on \( \xi \). Then if \( (p_1, q_1), \ldots, (p_k, q_k) \) is the set of all pairs of coprime positive integers satisfying this bound, any effective cycle \( K \) representing \( \xi \) only will have characteristic pairs belonging to this set and so the cycles \( K_j \) constructed as in the proof of 20.4 only depend on \( \xi \). From this the proof of the proposition follows readily. \( \square \)

The rest of the section is devoted to prove proposition 20.10. We will first prove a lemma.

20.9. Lemma

Let \( K \) be an effective degeneration free cycle on \( W, Z \) and excedentary component of \( K \cap B \), and \( (p, q) \) a local characteristic pair of \( K \) at
Z. Let $M \subseteq A$ be a cycle such that $\dim(M) + \dim(K) = 5$ and the intersection $K \cap M$ is proper (i.e., 0-dimensional). Then for any $C \in M \cap Z$ we have that

$$i_C(\alpha_*(M) \cdot K) > \mu,$$

where $\alpha: A \rightarrow W$ is the inclusion map.

Similarly, if $M' \subseteq \tilde{A}$ is such that the intersection $K \cap M'$ is proper and $\dim(M') = 5 - \dim(M)$, then for any $C' \in M' \cap Z$ we have that

$$i_{C'}(\tilde{\alpha}_*(M') \cdot K) > \rho,$$

where $\tilde{\alpha}: \tilde{A} \rightarrow W$ is the inclusion map.

Proof

Since the intersections $M \cap \alpha^*K$ and $\alpha_*(M) \cap K$ are proper on $A$ and $W$, respectively, by the projection formula we have that

$$\alpha_*(M \cdot \alpha^*K) = \alpha_*M \cdot K.$$

Now $Z$ is a component of $\alpha^*K$ whose multiplicity in $\alpha^*K$ is $\mu = i_Z(A \cdot K)$, and so from the equality above we see that

$$i_C(\alpha_*M \cdot K) = i_C(M \cdot \alpha^*K) \geq i_C(M \cdot \mu K) \geq \mu,$$

and so it is enough to see that $\mu > \mu$. But by the definition of local characteristic numbers there exists a discrete valuation $v$ of $O_{K,Z}$ such that $v(\alpha) = rq$, $r > 1$, where $x$ is a generator of the ideal of $A$ in $O_{K,Z}$.

On the other hand $\mu$ is the order of $x$ in $O_{K,Z}$, because $A$ is a smooth hypersurface, and so $\mu > rq$, for instance by [F], A.3.1. So $\mu > \mu$.

The last statement is proved similarly. \[\square\]

Given an effective codimension $i$ degeneration free cycle $K$ on $W$ there exists an upper bound of the local characteristic numbers of $K$ that depends only on the class $[K] \in A^i(W)$.

Proof

For codimension 1 cycles it is a consequence of corollary 10.4, while for codimension 4 cycles it is a consequence of remark 3.5. So we only need consider the cases $i=2$ and $i=3$. In both cases there exists an effective cycle $M$ on $A$, of codimension $5-i$, whose restriction to $B$ has positive intersection number with any effective cycle on $B$. In fact it clearly suffices to take for $M$ an effective cycle on $A$ whose restriction to $B$ is $\ell+\ell$ for $i=3$ and $\ell^2+\ell^2$ for $i=2$. If this is the case, if $Z$ is an excedentary component of $K \cap B$, and if $(p,q)$ is a pair of local characteristic numbers of $K$ at $Z$, then for $\sigma \in G$ generic $\sigma(M)$ intersects $Z$ properly and by construction of $M$, $\sigma(M) \cap Z$ is non-empty. Therefore, by lemma 20.9,

$$q < (\alpha_*(\sigma(M)), K),$$

and $\alpha_*(\sigma(M)), K$ only depends on the global character $[K]$ of $K$. The proof that $p$ is bounded likewise is done similarly, using $\hat{A}$ instead of $A$. □


Let $\text{Hal}^i(W)$ be the direct sum of the groups $\text{Hal}^i(W)$ defined in last section. Then we have a non-degenerate pairing

$$\text{Hal}^i(W) \times \text{Hal}^{5-i}(W) \longrightarrow Z$$

induced by the proper intersection pairing. Now $\text{Hal}^5(W) \longrightarrow Z$ and so

Given an effective codimension $i$ degeneration free cycle $K$ on $W$ there exists an upper bound of the local characteristic numbers of $K$ that depends only on the class $[K] \in A^i(W)$.

Proof

For codimension 1 cycles it is a consequence of corollary 10.4, while for codimension 4 cycles it is a consequence of remark 3.5. So we only need consider the cases $i=2$ and $i=3$. In both cases there exists an effective cycle $M$ on $A$, of codimension $5-i$, whose restriction to $B$ has positive intersection number with any effective cycle on $B$. In fact it clearly suffices to take for $M$ an effective cycle on $A$ whose restriction to $B$ is $e + i$ for $i=3$ and $e^2 + i^2$ for $i=2$. If this is the case, if $Z$ is an excedentary component of $K \cap B$, and if $(p, q)$ is a pair of local characteristic numbers of $K$ at $Z$, then for $\sigma \in G$ generic $\sigma(M)$ intersects $Z$ properly and by construction of $M$, $\sigma(M) \cap Z$ is non-empty. Therefore, by lemma 20.9,

$$q \leq (a_*(\sigma(M)), K),$$

and $a_*(\sigma(M)), K$ only depends on the global character $[K]$ of $K$. The proof that $p$ is bounded likewise is done similarly, using $\tilde{A}$ instead of $A$. □

§ 21. Enumerative ring of $W$

Let $H^i(W)$ be the direct sum of the groups $H^i(W)$ defined in last section. Then we have a non-degenerate pairing

$$H^i(W) \times H^{5-i}(W) \longrightarrow \mathbb{Z}$$

induced by the proper intersection pairing. Now $H^5(W) \longrightarrow \mathbb{Z}$ and so
we can regard this pairing as a pairing
\[ \text{Hal}^i(W) \times \text{Hal}^j(W) \longrightarrow \text{Hal}^5(W) \]
defined for \( i+j = 5 \).

The goal of this section is to define pairings
\[ \text{Hal}^i(W) \times \text{Hal}^j(W) \longrightarrow \text{Hal}^{i+j}(W) \]
for all \( i, j \) that extend the pairing above. It turns out that \( \text{Hal}'(W) \), with the product that these pairings define, is a commutative graded ring with unit (theorem 21.6). The enumerative significance of this product is the contents of theorem 21.7. This ring will be called \textit{Halphen's ring (or strict intersection ring, or enumerative ring)} of \( W \). This ring coincides with that introduced by De Concini and Procesi in [DC-P] for the case of non-degenerate conics acted upon by PGL(3).

To start with, suppose that \( K \) and \( K' \) are irreducible cycles of codimensions \( i \) and \( j \), respectively, such that their traces \( K_0 \) and \( K'_0 \) on \( W_0 := W - A - \hat{A} \) intersect properly on \( W_0 \). Then we will set \( K \cap K' \) to denote the closure in \( W \) of the intersection cycle \( K_0 \cdot K'_0 \). We need a few properties of this cycle that we explain in two lemmas.

\textbf{21.1. Lemma}

Let \( K_1, K_2, K_3 \) be irreducible cycles of codimensions \( i_1, i_2, i_3 \) and assume \( i_1 + i_2 + i_3 = 5 \). Then there exists non-empty open sets \( U \) and \( U' \) of \( G \) such that
\[ p(K_1 \cap K'_2, K_3) = p(K_1, K'_2 \cap K_3) \]
for all \( \sigma \in U, \ \sigma' \in U' \). Therefore the common value of these expressions is independent of \( \sigma \in U \) and \( \sigma' \in U' \).
Proof

Let $U_1$ be a non-empty open set of $G^2$ such that for $(\sigma, \sigma_1) \in U_1$ the intersection $K_1 \cap K_2^\sigma \cap K_3^\sigma \cap W_\sigma$ has finitely many points, each counted with multiplicity one, and so that $\#K_1 \cap K_2^\sigma \cap K_3^\sigma \cap W_\sigma$ is independent of $(\sigma, \sigma_1) \in U_1$ (use an argument similar to the argument explained in the proof of 14.1).

Let $u: G^2 \longrightarrow G$ be the projection onto the first factor. Let $V \subset G$ be a non-empty open set such that $K_1 \cap K_2^\sigma \cap W_\sigma$ is reduced and of codimension $i_1 + i_2$, and set $U_2 := U_1 \cap u^{-1}(V)$. Then $U_2$ is non-empty and we claim that

\[(*) \quad p(K_1 \cap K_2^\sigma, K_3) = \#(K_1 \cap K_2^\sigma \cap K_3^\sigma \cap W_\sigma) \]

for all $(\sigma, \sigma_1) \in U_2$.

In order to prove the claim, take any $\sigma \in u(U_2)$, so that $K_1 \cap K_2^\sigma$ is defined and reduced. Then by 17.1 there exists a non-empty open set $V_\sigma \subset G$ (depending on $\sigma$) such that for any $\sigma_1 \in V_\sigma$

\[p(K_1 \cap K_2^\sigma, K_3) = \#(K_1 \cap K_2^\sigma \cap K_3^\sigma \cap W_\sigma) = \#(K_1 \cap K_2^\sigma \cap K_3^\sigma \cap W_\sigma),\]

the last equality by definition of $K_1 \cap K_2^\sigma$. Now $U_2 \cap u^{-1}(\sigma)$ and $(\sigma) \times V_\sigma$ are non-empty open sets in $u^{-1}(\sigma)$ and so their intersection is non-empty. Moreover, the claim $(*)$ holds for any $(\sigma, \sigma_1) \in U_2 \cap \{\sigma\} \times V_\sigma$. But since in $(*)$ the left hand side is independent of $\sigma_1$, and so is the second for $(\sigma, \sigma_1) \in U_2$, the claim follows.

Likewise there exists a non-empty open set $U_2' \subset G^2$ such that for any $(\sigma', \sigma_1') \in U_2$

\[(**) \quad p(K_1 \cap K_2^\sigma, K_3) = \#(K_1 \cap K_2^\sigma \cap K_3 ^\sigma \cap W_\sigma),\]

and so that the common value is independent of $(\sigma', \sigma_1') \in U_2'$. Now we observe that
for any \((\sigma,\sigma_1)\in U_2, (\sigma',\sigma_1')\in U_2\). To see this it is enough to show there exists \((\sigma,\sigma_1)\in U_2\) and \((\sigma',\sigma_1')\in U_2\) for which it is true. But this is accomplished taking any \((\sigma,\sigma_1)\in U_2\) such that \((\sigma^{-1}_1\sigma,\sigma^{-1}_1)\in U_2\)', which can clearly be done.

To end the proof of the lemma, it is enough to take non-empty open sets \(U, U'\) of \(G\) that are contained in \(u(U_2)\) and in \(u(U_2)\)', respectively. \(\square\)

21.2. Lemma

Let \(K_1, K_2\) be irreducible cycles. Then there exists a non-empty open set \(U\) of \(G\) such that the cycle \(K_1 \cap K_2^\sigma\) is defined for any \(\sigma \in U\) and so that its strict equivalence class does not depend on \(\sigma \in U\). Moreover, if \(V\) is the open set of \(G^2\) of those \((\sigma',\sigma'')\) such that \((\sigma')^{-1}\sigma'' \in U\), then \(K_1^{\sigma'} \cap K_2^{\sigma''}\) is defined for any \((\sigma',\sigma'')\in V\) and

\[
< K_1^{\sigma'} \cap K_2^{\sigma''} > = < K_1 \cap K_2^\sigma >,
\]

where \(\sigma = (\sigma')^{-1}\sigma''\), so that \(< K_1^{\sigma'} \cap K_2^{\sigma''} >\) is independent of \((\sigma',\sigma'')\in V\).

Proof

Given a cycle \(K_3\) with \(\text{cod}(K_1) + \text{cod}(K_2) + \text{cod}(K_3) = 5\) there exists, by 21.1, a non-empty open set \(U_{K_3}\) of \(G\) such that \(p(K_1 \cap K_2^\sigma, K_3)\) is independent of \(\sigma \in U_{K_3}\). Taking for \(K_3\) conditions of the form \(L_1^mL_j^j\) we see that there exists a non-empty open set \(U\) of \(G\) such that the global characters of \(K_1 \cap K_2^\sigma\) are independent of \(\sigma\). Now we use 20.4, 20.8 and 21.1 again, to conclude that there exists a non-empty open set \(U'\) of \(G\) such that the global and local characters of \(K_1 \cap K_2^\sigma\) are independent of \(\sigma \in U'\). This proves the first assertion.
For the second assertion notice that
\[ K_1^\sigma \cap K_2^\sigma'' = (K_1 \cap K_2^\sigma) \sigma' , \]
with \( \sigma = (\sigma')^{-1} \sigma'' \), so that indeed \( K_1^\sigma \cap K_2^\sigma'' \) is defined and its strict class is \(< K_1 \cap K_2^\sigma >\), which by the first part does not depend on \( \sigma \in U \). \( \Box \)

21.3. Remark

For convenience of the proofs, lemmas 21.1 and 21.2 are stated for irreducible cycles, by they can be easily extended to arbitrary cycles. \( \Box \)

In order to define a product in \( \text{Hal}'(W) \), we first define biadditive maps
\[ Z^1(W) \times Z^1(W) \rightarrow \text{Hal}^{i+j}(W) \]
by the formula
\[ p(K_1,K_2) = < K_1 \cap K_2^\sigma > , \]
where \( \sigma \in G \) is chosen generically. That this is well defined is the contents of the first assertion of lemma 21.2 (plus remark 21.3).

Notice that if \( i+j = 5 \) then \( p(K_1,K_2) \) coincides with the proper intersection number.

21.4. The map \( p \) is symmetrical, i.e., \( p(K_2,K_1) = p(K_1,K_2) \).

Proof

It is an immediate consequence of lemma 21.2. \( \Box \)

Next step is to see that \( p \) factors through strict equivalence.
21.5. Lemma

Assume \( K_1 \) and \( K_1' \) are strictly equivalent cycles. Then

\[
p(K_1, K_2) = p(K_1', K_2)
\]

for any cycle \( K_2 \).

Proof

Let \( U \subseteq G \) be a non-empty open set such that, for \( \sigma \in U \),

\[
p(K_1, K_2) = \langle K_1 \cap K_2^\sigma \rangle, \quad p(K_1', K_2) = \langle K_1' \cap K_2^\sigma \rangle.
\]

Then we want to see that \( K_1 \cap K_2^\sigma \) and \( K_1' \cap K_2^\sigma \) are strictly equivalent for \( \sigma \in U \). In order to see this pick any cycle \( K_3 \) of codimension \( i_3 := 5-i_1-i_2 \), where \( i_1, i_2 \) are the codimensions of \( K_1, K_2 \), respectively. By 21.1 (and remark 21.3) there exists a non-empty open set \( U' \) of \( G \) such that \( K_1 \cap K_2^\sigma, K_1' \cap K_2^\sigma, K_2 \cap K_3 \) are defined and

\[
p(K_1 \cap K_2^\sigma, K_3) = p(K_1, K_2 \cap K_3),
\]

\[
p(K_1' \cap K_2^\sigma, K_3) = p(K_1', K_2 \cap K_3),
\]

for any \( \sigma \in U' \). Now by definition of the strict equivalence we have that

\[
p(K_1, K_2^\sigma \cap K_3) = p(K_1', K_2^\sigma \cap K_3),
\]

so that, for any \( \sigma \in U' \),

\[
p(K_1 \cap K_2^\sigma, K_3) = p(K_1' \cap K_2^\sigma, K_3).
\]

But since \( \langle K_1 \cap K_2^\sigma \rangle \) and \( \langle K_1' \cap K_2^\sigma \rangle \) are constant for \( \sigma \in U \), this equality holds for \( \sigma \in U \) and therefore \( K_1 \cap K_2^\sigma \) and \( K_1' \cap K_2^\sigma \) are strictly equivalent. \( \square \)

From 21.6 and 21.5 it follows that the value \( P(K_1, K_2) \) only depends
on the strict equivalence class of $K_1$ and $K_2$, so that there exists a unique biadditive map

\[
\text{Hall}^i(W) \times \text{Hall}^j(W) \longrightarrow \text{Hall}^{i+j}(W)
\]

such that

\[
(<K_1>, <K_2>) \longrightarrow p(K_1, K_2).
\]

The value of this map on the pair of classes $(\alpha, \beta)$ will be denoted by $\alpha \ast \beta$ and will say that it is the Halphen product of $\alpha$ and $\beta$. When $i+j = 5$ this product is the proper intersection number of corresponding representatives of $\alpha$ and $\beta$.

21.6. Theorem

$\text{Hall}^i(W)$, equipped with the Halphen product, is a commutative graded ring with unit.

Proof

The class of $W$ is clearly a unit element for the Halphen product. The commutativity follows from 21.4. The only property that now needs to be checked is the associativity.

The associativity will be proved by means of the following lemma:

Given irreducible cycles $K_1, K_2, K_3$ there exists a non-empty open set $U \subseteq G^2$ such that the intersection $K_1 \cap K_2 \cap K_3 \cap W_0$ is proper on $W_0$ and the strict class

\[
a = <K_1 \cap K_2 \cap K_3 \cap W_0>
\]

is independent of $(\sigma', \sigma'')$ provided $(\sigma', \sigma'') \in U$.

First let us show that this statement implies associativity. In order to prove this property it is enough to see that if $K_1, K_2, K_3$ are irreducible cycles then

\[
(<K_1>, <K_2>).<K_3> = <K_1>.(<K_2>, <K_3>).
\]
To see this, let $U$ be an open set of $G^2$ as in the lemma and let $\pi: G^2 \to G$ be the projection onto the first factor. Take $V \subseteq \pi(U)$, $V$ open and non-empty, and such that $K_1 \cap K_2^\sigma$ is defined for $\sigma \in V$ and its strict class is independent of $\sigma \in V$. For each $\sigma \in V$ let $V_\sigma$ be a non-empty open set of $G$ such that $\sigma \times V_\sigma \subseteq U$ and in such a way that $(K_1 \cap K_2^\sigma) \cap K_3^{\sigma'}$ is defined for any $\sigma' \in V_\sigma$ and its strict class independent of $\sigma' \in V_\sigma$.

By definition

$$(<K_1^\sigma, K_2> \cdot K_3^\sigma) = (K_1 \cap K_2^\sigma) \cap K_3^{\sigma'}$$

provided $\sigma \in V$ and $\sigma' \in V_\sigma$. Since $(\sigma, \sigma') \in U$, $(K_1 \cap K_2^\sigma) \cap K_3^{\sigma'} = \sigma$, as it is easy to see by the associativity of the intersection product on $W_o$.

On the other hand there exists a non-empty open set $\tilde{V}$ of $G$, and for each $\sigma \in \tilde{V}$ a non-empty open set $\tilde{V}_\sigma$ of $G$ such that for all $\sigma \in \tilde{V}$, $\sigma' \in \tilde{V}_\sigma$

$$<K_1^\sigma, (K_2 \cdot K_3^\sigma) = K_1 \cap (K_2 \cap K_3^{\sigma'}$$

and with $(\sigma', \sigma'' \sigma) \in U$. Then since

$$<K_1 \cap (K_2 \cap K_3^{\sigma'})^{\sigma''} = <K_1 \cap (K_2 \cap K_3^{\sigma'' \sigma}) \cap W_\sigma>$$

we see that

$$<K_1^\sigma, (K_2 \cdot K_3^\sigma) = \sigma,$$

and this proves the associativity.

It remains to prove the lemma. In order to do that, let $K_4$ be any cycle such that $\sum_{i=1}^4 \text{cod}(K_i) = 5$. Let $V \subseteq G^3$ be a non-empty open set such that $\#(K_1 \cap K_2^{\sigma_1} \cap K_3^{\sigma_2} \cap K_4^{\sigma_3} \cap W_\sigma) = \&$ (say) is finite and independent of $\sigma = (\sigma_1, \sigma_2, \sigma_3) \in V$. Now we choose a non-empty open set $U'$ in $G^2$ such that
(a) \( K_1 \cap K_2^{\sigma'} \cap K_3^{\sigma''} \cap W_0 \) is proper and reduced for \((\sigma',\sigma'') \in U'\), and

(b) \( U' \) is contained in the image of \( V \) under the projection of \( G^3 \) onto the first two factors.

With this, and arguing as in the proof of 21.1, one can easily see that

\[ p(K_1 \cap K_2^{\sigma'} \cap K_3^{\sigma''} \cap W_0, K_4) = k \]

for \((\sigma',\sigma'') \in U'\). Finally the lemma follows from the fact that only finitely many cycles \( K_4 \) are needed to determine the strict class of \( K_1 \cap K_2^{\sigma'} \cap K_3^{\sigma''} \cap W_0 \).

This ends the proof of the theorem.

21.7. Theorem

Given reduced degeneration free conditions \( K_i, i=1,...,r, \) with \( \sum_i \text{cod}(K_i) = 5 \), there exists a non-empty open set \( U \subseteq G^{r-1} \) such that for \( \sigma = (\sigma_2,\ldots,\sigma_r) \in U \) the conics properly satisfying \( K_1, \sigma_2(K_2), \ldots, \sigma_r(K_r) \) are non-degenerate, finite in number, and such that this number is constant and given by \(<K_1>...<K_r>\).

Proof

That there exists a non-empty open set \( U' \) of \( G^{r-1} \) such that for \( \sigma = (\sigma_2,\ldots,\sigma_r) \in U' \) the conics properly satisfying \( K_1, \sigma_2(K_2), \ldots, \sigma_r(K_r) \) are non-degenerate, finite in number, and counting with multiplicity one in the intersection of \( K_1, \sigma_2(K_2), \ldots, \sigma_r(K_r) \) is an easy consequence of Kleiman's theorem and the definition of conic properly satisfying a condition. Therefore for \( \sigma \in U' \) the set of conics properly satisfying \( K_1, \sigma_2(K_2), \ldots, \sigma_r(K_r) \) is equal to

\[ K_1 \cap \sigma_2(K_2) \cap \ldots \cap \sigma_r(K_r) \cap W_0. \]

Let \( U \) be a non-empty open subset of \( U' \) such that the number
n of elements of this set is constant for $\sigma \in U$. Now we will show that $n = <K_1>\ldots<K_\tau>$. Indeed, by definition of Halphen's product

$$<K_1>\ldots<K_\tau> = [(K_1 \cap \sigma_2(K_2))\ldots] \cap \sigma_\tau(K_\tau),$$

where $\sigma_2$ may be chosen in a non-empty open set $V$ of $G$ and in general for each choice of $\sigma_2,\ldots,\sigma_{i-1}$ the $\sigma_i$ may be chosen in a non-empty open set $V_{\sigma_2,\ldots,\sigma_{i-1}}$ of $G$ depending on $\sigma_2,\ldots,\sigma_{i-1}$. Since we may chose the open sets $V$ and $V_{\sigma_2,\ldots,\sigma_{i-1}}$ in such a way that the $0$-cycle

$$[(K_1 \cap \sigma_2(K_2))\ldots] \cap \sigma_\tau(K_\tau)$$

is reduced, and that this cycle is clearly equal to

$$K_1 \cap \sigma_2(K_2) \cap \ldots \cap \sigma_\tau(K_\tau) \cap W_0,$$

we only need to show that there exists $\sigma = (\sigma_2,\ldots,\sigma_\tau) \in G^{r-1}$ such that $\sigma \in U$ and $\sigma_i \in V_{\sigma_2,\ldots,\sigma_{i-1}}$. This can be done choosing $\sigma_i$ in $V_{\sigma_2,\ldots,\sigma_{i-1}}$ and in the projection of $U \cap \{\sigma_2\} \times \ldots \times \{\sigma_{i-1}\} \times G^{r-1}$ in the $i$-th factor of $\{\sigma_2\} \times \ldots \times \{\sigma_{i-1}\} \times G^{r-1}$.

§ 22. Computation of products in $\text{Hal}^r(W)$

Granted that we know how to express the strict class of any degeneration free condition as a linear combination of the free $\mathbb{Z}$-basis of $\text{Hal}^r(W)$ constructed in §§ 12 and 20 (which henceforth will be called the basis and its elements basis elements), the explicit solution to any enumerative problem of conics depends on the ability to compute the Halphen product of any two elements of that basis. Indeed, by theorem 21.7 the number of conics properly satisfying given conditions $K_1,\ldots,K_\tau$, with $\sum_1^r \text{cod}(K_i) = 5$ (where
n of elements of this set is constant for \( \sigma \in U \). Now we will show that
\[
\eta = \langle K_1 \rangle \ldots \langle K_r \rangle.
\]
Indeed, by definition of Halphen's product
\[
\langle K_1 \rangle \ldots \langle K_r \rangle = [(K_1 \cap \sigma_2(K_2)) \ldots ] \cap \sigma_r(K_r),
\]
where \( \sigma_2 \) may be chosen in a non-empty open set \( V \) of \( G \) and in general for each choice of \( \sigma_2, \ldots, \sigma_{i-1} \) the \( \sigma_i \) may be chosen in a non-empty open set \( V_{\sigma_2, \ldots, \sigma_{i-1}} \) of \( G \) depending on \( \sigma_2, \ldots, \sigma_{i-1} \). Since we may chose the open sets \( V \) and \( V_{\sigma_2, \ldots, \sigma_{i-1}} \) in such a way that the 0-cycle
\[
[(K_1 \cap \sigma_2(K_2)) \ldots ] \cap \sigma_r(K_r)
\]
is reduced, and that this cycle is clearly equal to
\[
K_1 \cap \sigma_2(K_2) \cap \ldots \cap \sigma_r(K_r) \cap W_0,
\]
we only need to show that there exists \( \sigma = (\sigma_2, \ldots, \sigma_r) \in G^{r-1} \) such that
\( \sigma \in U \) and \( \sigma_i \in V_{\sigma_2, \ldots, \sigma_{i-1}} \). This can be done choosing \( \sigma_1 \) in \( V_{\sigma_2, \ldots, \sigma_{i-1}} \) and in the projection of \( \cup \cap \sigma_2 \times \ldots \times (\sigma_{i-1}) \times G^{r-1} \) in the i-th factor of
\( \sigma_2 \times \ldots \times (\sigma_{i-1}) \times G^{r-1} \).

§ 22. Computation of products in \( \text{Hal}^r(W) \)

Granted that we know how to express the strict class of any degeneration free condition as a linear combination of the free \( Z \)-basis of \( \text{Hal}^r(W) \) constructed in §§ 12 and 20 (which henceforth will be called the basis and its elements basis elements), the explicit solution to any enumerative problem of conics depends on the ability to compute the Halphen product of any two elements of that basis. Indeed, by theorem 21.7 the number of conics properly satisfying given conditions \( K_1, \ldots, K_r \), with \( \sum \text{cod}(K_i) = 5 \) (where
the data of these conditions is in general position) is $<K_i>...<K_r>$, and we will know how to evaluate this product once we know how to calculate the product of any two elements of the basis.

The computations will consist in determining the global and local characters of each product, inasmuch as this information is all we need to determine a strict class.

We begin with two lemmas. We will let $u$, $P$ a point on $u$, and $S_{p,q}$ the condition defined using $u$ and $P$ as in (11.1).

22.1. Lemma (generalization of 13.1)

Let $K$ be a degeneration free cycle on $W$ such that $K \subseteq S_{p,q}$. Let $Z$ be an excedentary component of $K \cap B$ and $(p',q')$ a pair of local characteristic numbers of $K$ at $Z$. Then

(a) If $p'/q' > p/q$, all conics in $Z$ pass through $P$.
(b) If $p'/q' < p/q$, all conics in $Z$ are tangent to $u$.
(c) Therefore $p'/q' = p/q$ if not all conics in $Z$ go through $P$ nor are all tangent to $u$.

Proof

Without loss of generality we may assume that $K$ is irreducible. We know that $S_{p,q}$ lies in the pencil of divisors generated by $qA + (2p+q)L_u$ and $pA + (p+2q)L_p$ (see 11.1). Thus if $K \subseteq S_{p,q}$, then all divisors in the pencil other than $S_{p,q}$ cut out on $K$ the same divisor. This implies that if $x, y, f, g \in \mathcal{O} = \mathcal{O}_{K,Z}$ are generators of the ideals of $A \cap K$, $A \cap K$, $L_u \cap K$, and $L_p \cap K$ in $\mathcal{O}$, respectively, then $x^p g^{p+2q}$ and $y^q f^{2p+q}$ generate the same ideal in $\mathcal{O}$, so that in particular

$$p \nu(x) + (p+2q) \nu(g) = q \nu(y) + (2p+q) \nu(f)$$

for any valuation of $C(K)$ centered at $\mathcal{O}$. In particular this relation will
hold true for the valuation \( v \) that defines the pair \((p',q')\). Dividing throughout by \( q v(x) \) we get that

\[ \frac{p}{q} + \frac{v(g)(p+2q)}{qv(x)} = \frac{p'}{q'} + \frac{v(f)(2p+q)}{qv(x)}. \]

Hence, if \( p'/q' < p/q \) then \( v(f) > 0 \), which means that \( Z \subseteq L_u \), i.e., that all conics in \( Z \) are tangent to \( u \). This proves (b). Similarly, dividing throughout by \( pv(f) \) we deduce (a). \( \square \)

22.2. Lemma

Let \( K \) be a degeneration free cycle on \( W \) without local characteristic numbers (i.e., \( K \cap B \) is proper). Then there exists a non-empty open set \( U \subseteq G \) such that for \( \sigma \in U \)

\[ \sigma(K) \cap S_{p,q} = \sigma(K) \cap S_{p,q} \]

and \( \bar{K}_\sigma = \sigma(K) \cap S_{p,q} \) has \( (p,q) \) as its only local characteristic pair. Moreover,

\[ (\bar{K}_\sigma)_{p,q} = j^*(\sigma(K)) \]

where \( j: B \longrightarrow W \) is the inclusion.

Proof

To prove the first assertion it is enough to see that there exists a non-empty open set \( U \subseteq G \) such that \( \sigma(K) \cap S_{p,q} \) does not have degenerate components. And this is clear, because of the hypothesis on \( K \), by Kleiman's theorem.

Now we will see, possibly after shrinking \( U \), that \( \bar{K}_\sigma \) has, for \( \sigma \in U \), only \( (p,q) \) as a local characteristic pair. In fact \( \sigma(K) \cap S_{p,q} \cap B = \sigma(K) \cap B \) and if \( \bar{K}_\sigma \) had a local characteristic pair \( (p',q') \neq (p,q) \), then a component of \( \sigma(K) \cap B \) would be contained either in \( L_u \) or in \( L_p \).
(lemma 22.1). But since for $\sigma$ generic this is impossible, because $\sigma(K) \cap B$ intersects properly $L_u \cap B$ and $L_p \cap B$ (for $\sigma \in G$ generic), the claimed shrinking of $U$ is certainly possible.

It remains to compute $(K_o)_{p,q}$. From the definition of this cycle (18.1) it follows that $K_o.A = q_j.(K_o)_{p,q}$. But

$$K_o.A = (\sigma(K).S_{p,q}).A = (\sigma(K),q_B+(2p+q)A_u)$$

$$= q_j.\sigma(K).A$$

$$= q_j.(K_o)_{p,q}$$

and so $j_q.(K_o)_{p,q} = j_q.\sigma(K)$. Since $j_q$ is injective, we conclude that $(K_o)_{p,q} = j_q.\sigma(K)$.

The strategy for the computation of products will be first to show that $Halt(W) \otimes Q$ is generated, as a $Q$-algebra, by elements of codimension one, and then to show how to compute products of elements of the basis. The following obvious relations will be used throughout:

22.3. $<L^i>.<L^j> = <L^i+j>$, $<L_i>.<L^i> = <L_i^j>$, $<L_i>.<L^j> = <L^i+j>$. 

With a few straightforward computations, from lemma 22.2 we get the following products:

22.4. (1) $<S_{p,q}>.<L>$ has characters $(2q,4p,0)$ and $2k[p,q]$.

(2) $<S_{p,q}>.<L>^i$ has characters $(0,4q,2p)$ and $2k[p,q]$.

(3) $<S_{p,q}>.<L^2>$ has characters $(4p+2q,4p+2q,8p+8q)^T$ and $4k^2[p,q]$.

(4) $<S_{p,q}>.<L_{2i}/2>$ has characters $(4p+2q,2p+2q,2p+4q)^T$ and $2(k^2+k^2)[p,q]$.

(5) $<S_{p,q}>.<L^2>$ has characters $(8p+8q,2p+4q,2p+4q)^T$ and $4k^2[p,q]$. 

(6) $<S_{p,q}>.<L^3>$ has characters $(4p+2q,8p+4q)^T$ and $0$. 

(7) \(<S_{p,q},<L^3>\) has characters \((4p+8q,2p+4q)^T\) and 0.
(8) \(<S_{p,q},<L^2L>\) has characters \((8p+4q,8p+8q)^T\) and \(8[p,q]\).
(9) \(<S_{p,q},<LL^2>\) has characters \((8p+8q,4p+8q)^T\) and \(8[p,q]\).
(10) \(<S_{p,q},<L^4>\) = \(4p+2q\)
(11) \(<S_{p,q},<L^3L>\) = \(8p+4q\)
(12) \(<S_{p,q},<L^2L^2>\) = \(8p+8q\)
(13) \(<S_{p,q},<LL^3>\) = \(4p+8q\)
(14) \(<S_{p,q},<Q^4>\) = \(2p+4q\)

To compute the products of \(<S_{p,q}\) with \(<S>, <T>, \) and \(<\tilde{S}>\) (notations of (20.5)) we only need check

\[<S> = \frac{L^3}{2} - \frac{LL^2}{4}\]

\[<\tilde{S}> = \frac{L^3}{2} - \frac{L^2L}{4}\]

\[<T> = \frac{5}{8}L^2L + \frac{5}{8}LL^2 - \frac{3}{4}L^3 - \frac{3}{4}\tilde{L}^3\]

and then compute the products using those equalities of 22.4 that are pertinent. We get:

22.5. (1) \(<S_{p,q},<S>\) has characters \((2q,0)^T\) and \(-2[p,q]\).
(2) \(<S_{p,q},<\tilde{S}>\) has characters \((0,2p)^T\) and \(-2[p,q]\).
(3) \(<S_{p,q},<T>\) has characters \((4p,4q)^T\) and \(10[p,q]\). □

Again by straightforward computations (using formulae (20.5)-(20.7)) the expression of the above products in terms of the basis turns out to be as follows.

22.6. (1) \(<S_{p,q},<L> = 2<\bar{H}_{p,q}> - (4p+2q)<\frac{LL}{2}>\)
(2) \(<S_{p,q},<\bar{L}> = 2<\bar{H}_{p,q}> - (2p+4q)<\frac{LL}{2}>\)
(3) \(<S_{p,q}>,<L^2> = 4<G_{p,q}> + (4p+2q)<LL^2 - L^3> \)

(4) \(<S_{p,q}>,<\hat{L^2}> = 4<G_{p,q}> + (2p+4q)<L^2L - L^3> \)

(5) \(<S_{p,q}>,<\hat{L^2}> = 2<G_{p,q}> + 2<G_{p,q}> - (4p+4q)(<S> + <T> + <\hat{S}>) \)

(6) \(<S_{p,q}>,<L^2L> = 8<r> - 4q<r> \)

(7) \(<S_{p,q}>,<\hat{L^2L}> = 8<r> - 4p<r> \)

(8) \(<S_{p,q}>,<S> = -2<r> + (2p+4q)<r> + (2p+2q)<\hat{r}> \)

(9) \(<S_{p,q}>,<\hat{S}> = -2<r> + (2p+2q)<r> + (2p+4q)<\hat{r}> \)

(10) \(<S_{p,q}>,<T> = 10<r> - (6p+10q)<r> - (10p+6q)<\hat{r}> \)

In particular we observe that \(\mathcal{H}(W) \otimes \mathbb{Q}\) is generated, as \(\mathbb{Q}\)-algebra, by the basis elements of codimension 1. In fact we have found expressions of the basis elements of codimension 2, 3 and 4 as linear combinations with rational coefficients of products of codimension 1 basis elements. Thus our task is to find out the products of any two elements of the codimension 1 basis, and of these only those of the form \(<S_{p,q}>,<S_{p',q'}>\) are left. The result of this product is the contents of next theorem.

22.7. Theorem

Assume \(p/q < p'/q'\). Then the global characteristic numbers of \(<S_{p,q}>,<S_{p',q'}>\) are \((2(p+2q)q', 2(q'+p'q), 2p(2p'+q'))\). Moreover, the only pairs of local characteristic number of the cycle \(K := S_{p,q} \cap S_{p',q'}\) are \((p,q)\) and \((p',q')\) and the corresponding multiplicity cycles are

\[K_{p,q} = (4p+2q)\hat{r}\]
\[K_{p',q'} = (2p+4q)\hat{r}\] if \(p/q < p'/q'\)

and

\[K_{p,q} = (4p+2q)\hat{r} + (2p+4q)\hat{r}\] if \(p/q = p'/q'\).

Proof

The global characters of \(K := S_{p,q} \cap S_{p',q'}\) can be obtained by first calculating the intersection numbers of \(K\) with \(L^3, L^2L, LL^2\), and
\( L^3 \). We have that
\[
K.L^3 = p(S_p, q, S_{p'}, q', L^3) \quad \text{(by 21.1)}
\]
\[
= 4(2p+q)(2p'+q') \quad \text{(formula 20.2)}.
\]

Likewise we get
\[
K.L^2L = 8(p+q)(2p'+q'),
\]
\[
K.L^2 = 8(p+2q)(p'+q'), \quad \text{and}
\]
\[
K.L^3 = 4(p+2q)(p'+2q').
\]

Now from these equalities the global characters of \( K \), namely \( K.S, K.T, \) and \( K.S' \), can be obtained in a straightforward manner, which yields the claimed numbers.

That only \((p,q), (p',q')\) can be local characteristic pairs for \( K \) is a consequence of lemma 22.2. Indeed, for any other characteristic pair of \( K \) there would exist and excedentary component of \( K \cap \mathcal{B} \) all of whose conics would go through two general points, or would go through a general point and be tangent to a general line, or would be tangent to two general lines, and so in all cases such a component would have dimension \( 1 \), which contradicts it being excedentary.

So next step is the computation of \( K_p,q \) and \( K_{p',q'} \). To do this we first compute \( A.K \) and \( \tilde{A}.K \) with a method similar to that used at the beginning of this proof. We get
\[
A.K = (16pp'+8pq'+24p'q+12qq', 4pq'+8p'q+12qq', 8pq'+16qq')^T
\]
\[
\tilde{A}.K = (16pp'+8pq', 12pp'+4pq'+8p'q, 12pp'+8pq'+24p'q+16qq')^T.
\]

At this point we use the fact, which is a direct consequence of the definition of the cycles \( K_p,q \) (see 18.1), that
\[
(*): \quad A.K = qj_sK_{p,q} + q'j_sK_{p',q'} + R
\]
and
where $R$ and $\tilde{R}$ are effective cycles, each a sum of irreducible cycles not contained in $B$. Actually it turns out that $R = \rho D_Q$ and $R = \tilde{\rho} \tilde{D}_v$, where $Q$ is the intersection of the lines $u$ and $u'$ and $v$ is the line joining $P$ and $P'$, where $P$, $P'$, $u$, $u'$ are the points and lines used in the definition of $S_{p,q}$ and $S_{p',q'}$ (recall that $D_Q$ is the cycle of pairs of lines with its double point at $Q$ and that $\tilde{D}_v$ are pairs of points on $v$), and where $\rho$ and $\tilde{\rho}$ are positive integers. In fact since $A_u \cap S_{p,q} = B_u \cup A_u$ ($A_u$ the cycle of double lines with its double point on $u$), the components appearing in $R$ must be components of $A_u \cap S_{p',q'}$, not contained in $B$. But $A_u \cap S_{p',q'} = B_u \cup D_Q$, so indeed $R$ is of the form $\rho D_Q$, $\rho$ a positive integer. The expression of $\tilde{R}$ is seen with a similar argument.

Therefore we see that $A.K - \rho D_Q$ and $\tilde{A}.K - \tilde{\rho} \tilde{D}_v$ are in the image of $j_*$. Since $D_Q \sim (1,0,0)^T$, $\tilde{D}_v \sim (0,0,1)^T$, and the elements $(a,b,c)^T$ in the image of $j_*$ satisfy $a+c = 2b$, we infer that

$$A.K - \rho D_Q = (16p'q + 8qq', 4pq' + 8p'q + 16qq', 8pq' + 16qq')^T$$
$$\tilde{A}.K - \tilde{\rho} \tilde{D}_v = (16pp' + 8pq', 12pp' + 4pq' + 8p'q, 8pp' + 16p'q)^T.$$

These expressions and the relations (*) and (**) allow us to solve for $K_{p,q}$ and $K_{p',q'}$. If $p/q < p'/q'$ we get, again in a straightforward manner, that

$$j_* K_{p,q} = (4p' + 2q')(4,2,0)^T$$
and

$$j_* K_{p',q'} = (2p + 4q)(0,2,4)^T,$$

and hence

$$K_{p,q} = (4p' + 2q')K,$$
$$K_{p',q'} = (2p + 4q)K.$$
If \( p/q = p'/q' \), then only \( K_{p,q} \) is present and it has to be calculated from the relation

\[
A.K - pD_q = qJ_pK_{p,q},
\]

which gives that

\[
K_{p,q} = (4p+2q)\xi + (2p+4q)\xi .
\]

We may also express \( <S_{p,q},<S_{p',q'}> \) in terms of the basis, using 20.5. We get

22.8. Corollary
If \( p/q < p'/q' \) then

\[
< S_{p,q},<S_{p',q'}> = -6(p+2q)(2p'+q')<\frac{LL}{2}> + (4p'+2q')<\hat{H}_{p,q}> + (2p+4q)<H_{p',q'}>.
\]

If we express \( \hat{H}_{p,q} \) and \( H_{p',q'} \) using 22.6, (1) and (2), we get the expression

\[
< S_{p,q},<S_{p',q'}> = -2(p+2q)(2p'+q')<\frac{LL}{2}> + (2p'+q')<S_{p,q},<L>> + (p+2q)<S_{p',q'}><L>,
\]

which can be written as

\[
(<S_{p,q}>(p+2q)<L>>(<S_{p',q'}>(2p'+q')<L>) = 0 .
\]

22.9. Remark
As an easy consequence of the product rules explained in this section, the calculation of local characteristic numbers of a given condition \( K \) can be reduced, intersecting \( K \) with cycles from among \( L^4-i, L^3-iL, \ldots, L^4-i \) (where \( i \) is the codimension of \( K \), that we will assume < 3), to the computation of the local characteristic numbers of a 1-dimensional system of conics,
as Halphen already did for the codimension 1 case ([H.3], §13).

If \( K \) has codimension 1 and its local characters are \( \beta_1[p_1,q_1], \ldots, \beta_s[p_s,q_s] \), then the local characters of \( L_p L_QL_u K \) (where \( P, Q, u \) are chosen generically) are exactly \( \beta_1[p_1,q_1], \ldots, \beta_s[p_s,q_s] \).

If \( K \) has codimension 2 and local characters \( (\beta_1^1, \beta_1^2)[p_1,q_1], \ldots, (\beta_s^1, \beta_s^2)[p_s,q_s] \) then \( L_u L_v K \) has local characters \( \beta_1^1[p_1,q_1], \ldots, \beta_s^1[p_s,q_s] \) and \( L_p L_Q K \) has local characters \( \beta_1^2[p_1,q_1], \ldots, \beta_s^2[p_s,q_s] \).

Finally, if \( K \) has codimension 3 and its local characters are \( (\beta_1^1, \beta_1^2)[p_1,q_1], \ldots, (\beta_s^1, \beta_s^2)[p_s,q_s] \) then \( L_u K \) has local characters \( 2\beta_1^1[p_1,q_1], \ldots, 2\beta_s^1[p_s,q_s] \), while \( L_p K \) has local characters \( 2\beta_1^2[p_1,q_1], \ldots, 2\beta_s^2[p_s,q_s] \).

22.10. Remark

Using the table of products explained in this section, one can obtain again Halphen's second formula 14.6 by a rather long computation but not very difficult.

§23. Further examples

Here we give an example of one-dimensional system and an example of third order condition. In both cases we compute their global and local characters. First of all we state a lemma which will be useful in the sequel.

23.1. Lemma

Let \( f_i(x) \in \mathbb{C}[x^{1/p}] \) be formal power series of orders \( \ell_i, i=1, \ldots, s \), so that \( f_i = A_i x^{\ell_i} + \ldots \). Consider the system of homogenous linear equations
as Halphen already did for the codimension 1 case ([H.3], §13).

If \( K \) has codimension 1 and its local characters are \( \beta_1[p_1, q_1], \ldots, \beta_s[p_s, q_s] \), then the local characters of \( L_pL_QL_uK \) (where \( P, Q, u \) are chosen generically) are exactly \( \beta_1[p_1, q_1], \ldots, \beta_s[p_s, q_s] \).

If \( K \) has codimension 2 and local characters \( (\beta_1, \beta_2)[p_1, q_1], \ldots, (\beta_1, \beta_2)[p_s, q_s] \) then \( L_uL_vK \) has local characters \( 4\beta_1[p_1, q_1], \ldots, 4\beta_s[p_s, q_s] \) and \( L_pL_QK \) has local characters \( 4\beta_1[p_1, q_1], \ldots, 4\beta_s[p_s, q_s] \).

Finally, if \( K \) has codimension 3 and its local characters are \( (\beta_1, \beta_1)[p_1, q_1], \ldots, (\beta_1, \beta_1)[p_s, q_s] \) then \( L_uK \) has local characters \( 2\beta_1[p_1, q_1], \ldots, 2\beta_s[p_s, q_s] \), while \( L_pK \) has local characters \( 2\beta_1^2[p_1, q_1], \ldots, 2\beta_s^2[p_s, q_s] \).

22.10. Remark

Using the table of products explained in this section, one can obtain again Halphen's second formula 14.6 by a rather long computation but not very difficult.

§23. Further examples

Here we give an example of one-dimensional system and an example of third order condition. In both cases we compute their global and local characters. First of all we state a lemma which will be useful in the sequel.

23.1. Lemma

Let \( f_i(x) \in \mathbb{C}[x^{1/p}] \) be formal power series of orders \( \ell_i, i=1, \ldots, s \), so that \( f_i = A_i x^{\ell_i} + \ldots \). Consider the system of homogenous linear equations
\[ \sum_{i=1}^{s} a_i f_i(x) = 0 \]
\[ \sum_{i=1}^{s} a_i f'_i(x) = 0 \]
\[ \ldots \ldots \ldots \]
\[ \sum_{i=1}^{s} a_i f^{(s-2)}_i = 0 \]

in the unknowns \( a_1, \ldots, a_s \). If all the orders \( k_i \) are different, then the system has rank \( s-1 \) and its solution is given by

\[ a_i = \lambda(A_{i_1} \ldots A_{i_{s-1}} \ldots A_s) \prod_{j<j',-k_j} (x_{j'}, -k_j) x_j^{-k_j} + \ldots, \]

where \( \lambda \in \mathbb{C}((x^{1/p_j})) \).

**Proof**

It is a well known result for \( p=1 \) (see for instance [E-H], §1), and the general case follows from this case after a change of variables. \( \square \)

23.2. Example (Halphen-Zeuthen, [H.1])

Let \( \Delta \) be an irreducible plane algebraic curve of degree \( \geq 3 \). As it is well known there exists a non-constant rational transformation

\[ f : \Delta \longrightarrow W \]
\[ z \longmapsto C_z \]

by taking, for a generic \( z \in \Delta \), \( C_z \) to be the (unique) conic such that \( i_z(\Delta, C_z) \geq 5 \). We define \( \Gamma \) as the image of \( \Delta \) under \( f \). This system will be called the system of forth order contact conics to \( \Delta \). Next we will compute its local and global characters. For this we need a lemma.

**Lemma**

The map \( f \) is a birational transformation of \( \Delta \) to \( \Gamma \).
Proof

We need only check that $f$ is generically injective and this will be done by showing that $z$ is the unique base point of the pencil of point conics obtained by taking the tangent line to the curve $p(r)$ at the point $p(C_z)$ in $\mathbb{P}_5$. To show this let $z(t) = (x(t), y(t))$ be an affine parametric expression of a branch $\delta$ of $\Delta$ with $z(0) = z$.

The conditions for a conic

$$a_{11}x^2 + 2a_{12}xy + a_{22}y^2 + 2a_{10}x + 2a_{20}y + a_{00} = 0$$

to have a four order contact at the point $z(t)$ are

$$F(a_{ij}, t) := a_{11}x^2(t) + 2a_{12}x(t)y(t) + a_{22}y^2(t) + 2a_{10}x(t) + 2a_{20}y(t) + a_{00} = 0$$

and

$$\frac{\partial^h F}{\partial t^h} (a_{ij}, t) = 0, \quad 1 \leq h \leq 4.$$

These equations allow us to determine power series

$$a_{ij} = a_{ij}(t)$$

which give a parametric representation of the branch $\gamma$ of $\Gamma$ that corresponds to $\delta$ under $f$. Notice that the line in $\mathbb{P}_5$ spanned by the points $(a_{ij}(0))$ and $(da_{ij}/dt(0))$ is the tangent line to $p(\Gamma)$ at $p(C_z)$.

On the other hand taking derivative with respect to $t$ of the identity

$$F(a_{ij}(t), t) = 0$$

and using the fact that $F$ is linear in the $a_{ij}$ we conclude that

$$F(-\frac{da_{ij}}{dt}, \ t) = 0.$$

Proceeding similarly with the identities

$$\frac{\partial^h F}{\partial t^h} (a_{ij}(t), t) = 0.$$
for $i=1,2,3$ we obtain the relations

$$
\frac{\partial^i F}{\partial t^i} \frac{\partial a_{ij}}{\partial t}(0, t) = 0
$$

These relations, when evaluated at $t=0$, imply that the conic whose coefficients are $\frac{d a_{ij}}{dt}(0)$ has a third order contact with $\delta$ which in turn imply that it has a third order contact with $C_x$. □

The previous lemma tells us that there is a bijection between branches of $\Delta$ and $\Gamma$ under $f$. So to study the degenerations of $\Gamma$ it is enough to take branches $\delta$ of $\Delta$ and study the local characters of $f(\delta)$. Let

$$
y = A x^{1+\rho} + \ldots, \quad \rho > 0, \ A \neq 0,
$$

be the Puiseux expansion of $\delta$ in suitable affine coordinates. We will distinguish three cases.

$p \neq 1$

In this case lemma 23.1, applied to the system of equations obtained taking the relation

$$
a_{11}x^2 + 2a_{12}xy(x) + a_{22}y^2(x) + 2a_{10}x + 2a_{20}y(x) + a_{00} = 0
$$

and its first four derivatives with respect to $x$, yield expressions for the $a_{ij}$'s as broken power series in $x$, expressions that themselves allow us to compute the order with respect to $x$ of suitable functions $X,Y$ as defined in §4. The result is that $\operatorname{ord}_x(X) = 2$ and $\operatorname{ord}_x(Y) = 2\rho$. Now if $p$ is the order of $\delta$ and $q$ its class, so that $\rho = q/p$, then $f(\delta)$ has order $2q$ and class $2p$.

$p = 1$ and in the Puiseux series of $\delta$ there is no fractional exponent less than 4.
There exist complex numbers $B, C$ such that

$$R = y - Ax^2 - Bxy - Cy^2$$

has order in $x > 4$. Now setting the general equation of a conic in the form

$$(a_{11} + 2a_{20} A)x^2 + (2a_{12} + 2a_{20} B)xy + (a_{22} + 2a_{20} C)y^2 + 2a_{10} x + 2a_{20} R + a_{00} = 0$$

and following a similar procedure as in the previous case one obtains that the center of $f(\delta)$ is the conic $R=0$, which is non-degenerate, so that in this case there are no degenerations.

$\delta = 1$ and there exists a fractionary exponent $2 + \frac{e}{p}$ in the Puiseux expansion of $\delta$ such that $0 < \frac{e}{p} < 2$, where $p$ is the order of $\delta$.

There exists a complex number $B$ such that

$$R = y - Ax^2 - Bxy$$

has order in $x$ equal to $2 + \frac{e}{p}$. Taking now the equation of the conic as in the previous case, lemma 23.1 allows us to determine a degeneration whose order and class are both equal to $2p-e$.

Once the local characters of $R$ are known, the formulae obtained in (5.6) can be used to obtain the global characters of $R$. Summarizing we have:

The system of conics that have a forth order contact with an irreducible plane curve has only the following degenerations:

(a) a degeneration with order $2q$ and class $2p$ for each branch of $\Delta$ whose order is $p$ and whose class in $q$, with $p \neq q$;

(b) a degeneration with order and class both equal to $2p-e$ for each branch of $\Delta$ with order and class equal to $p$ and such that the
first characteristic exponent in the Puiseux expansion of the branch
is of the form $2 + \frac{e}{p}$ with $0 < \frac{e}{p} < 2$.

On the other hand the global characteristic numbers $(\mu, \nu)$ of $\Gamma$ are given
by the expressions

$$
\mu = \frac{2}{3} (P + 2Q) + 2P' - E, \quad \nu = \frac{2}{3} (2P + Q) + 2P' - E,
$$

where $P$ and $Q$ are the sums of the integers $p$ and $q$, respectively,
of the branches in (a), and $P'$ and $E$ the sum of the integers $p$ and
e of the branches in (b). □

23.3. Example

As in the previous example, let $\Delta$ be an irreducible plane algebraic
curve of degree $\geq 3$. Consider the algebraic correspondence $T$ in $\Delta \times W$
given by $(z, C) \in T \iff \mathcal{I}(C, \Delta) \geq 4$. Let $K$ denote the strict transform of
$\Delta$ under the correspondence $T$. As it is easy to see, $K$ is an (irreduc-
ible) condition of order 3. Moreover, for $z \in \Delta$ generic, the transform $T(z)$
is a four-point contact pencil that contains the tangent to $\Delta$ at $z$ counted
twice with $z$ as a double focus. So $K \cap B$ is excedentary.

In order to compute the local characteristic numbers of $K$ we apply
the method explained in Remark 22.10. Thus we intersect $K$ with $L_p$
and $L_u$, where $P$ and $u$ are a generic point and a generic line, respectively.
Let us consider the case $K \cdot L_p$. If we set $\Gamma = K \cdot L_p$, then an argument
similar to that used in the lemma in example 22.3 shows that $\Gamma$ is birratio-
ionally equivalent to $\Delta$. Notice that to a generic $z \in \Delta$ there corresponds
the unique conic through $P$ that has a third order contact with $\Delta$ at
$z$. So the branches of $\Gamma$ are in one-to-one correspondence with the branches
of $\Delta$ and, as in the previous example, we will study the degenerations
γ of Γ in terms of the corresponding branches δ of Δ. We shall distinguish two cases according to whether the tangent to δ goes through P (case (a)) or does not go through P (case (b)).

Case (a)
Since P is generic the order and class of δ are both 1, and so we may choose affine coordinates in which δ has a Puiseux expansion of the form

\[ y = Ax^2 + \ldots, \quad A \neq 0, \]

and P has projective coordinates (0,1,0) (point at infinity of the x-axis). The conics we are considering have therefore the form

\[ 2a_{12}xy + a_{22}y^2 + 2a_{10}x + 2a_{20}y + a_{00} = 0 \]

and proceeding as in the previous example one finds a degeneration of Γ whose order and class are both equal to 2. Clearly the number of degenerations is the class of Δ.

Case (b)
In the case choose affine coordinates in such a way that δ has a Puiseux expansion of the form

\[ y = Ax^{1+p} + \ldots, \quad p > 0, \quad A \neq 0, \]

and that P is the point at infinity of the y-axis. In this way the conics through P have the form

\[ a_{11}x^2 + 2a_{12}xy + 2a_{10}x + 2a_{20}y + a_{00} = 0. \]

Now one distinguishes three cases, just as in the previous example, except that in the second and third cases instead of "fractionary exponent
less than 4" now we must use "fractionary exponent less than 3". In any of these cases the computations of the local characters are parallel to the corresponding cases in the previous example. Summarizing we have:

The system $\Gamma$ has only the following degenerations:

1. $m$ degenerations of order and class both equal to 2, where $m$ is the class of $\Delta$.
2. a degeneration of order 0 and class $2p+q$ for each branch of $\Delta$ of order $p$ and class $q$, with $p \neq q$.
3. a degeneration of order 0 and class $3p-3e$ for each branch of $\Delta$ whose order and class are both equal to $p$ and whose first characteristic exponent is $2 + \frac{e}{p}$ with $0 < \frac{e}{p} < 1$.

Then the global characteristic numbers $(\mu, \nu)$ of $\Gamma$ are given by the expressions

$$\mu = 2m + \frac{2P+Q}{3} + P'-E, \quad \nu = 2m + \frac{4P+2Q}{3} + 2P' - 2E,$$

where $P$ and $Q$ are the sums of the integers $p$ and $q$ appearing in (2) and $P'$ and $E$ are the sums of the integers $p$ and $e$ appearing in (3).

The characters of the intersection $K \cdot \tilde{I}_u$ are determined by duality and are as follows:

1. $n$ degenerations of order and class both equal to 2, where $n$ is the order of $\Delta$.
2. a degeneration of order $p+2q$ and class 0 for each branch of $\Delta$ of order $p$ and class $q$, with $p \neq q$.
3. a degeneration of order $3p-3e$ and class 0 for each branch of $\Delta$ of order and class both equal to $p$ and whose first characteristic exponent is $2 + \frac{e}{p}$ with $0 < \frac{e}{p} < 1$. 
Then the global characteristic numbers \((\mu', \nu')\) of \(K.L_u\) are given by the expressions

\[
\nu' = 2n + \frac{P+2Q}{3} + P' - E, \quad \mu' = 2n + \frac{2P+4Q}{3} + 2P' - 2E.
\]

Applying remark 22.10 to \(K\) we can now easily determine the local characters of \(K\), which turn out to be a single characteristic pair \((i, 1)\) with multiplicity \((m, n)\).

On the other hand the global characteristic numbers of \(K\) are

\[
K.L^2 = \mu, \quad K.\left(\frac{1}{2} L\bar{L}\right) = \nu = \mu', \quad K.L^2 = \nu'.
\]
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