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1 Motivation: Accurate Fitting of Spatial Circles

FUGRO: Large international company specialized in measurement of geodata.

Focus: Accurate measurement of undersea pipes for construction and maintenance.

Have enormous 3D point clouds to be modelled (as do TNO, NLR, NFI).

Money no objection: 1 Me/day for repairs on the sea floor.
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2 Fitting Circles - Overview

• The puzzle: how to fit a circle to 3D point data?

• Picking the right representation (CGA).

• Optimal sphere fitting solved as eigenproblem.

• Circle fitting as eigenproblem.

• Circle fitting by sphere fitting.

• Evaluation of accuracy.

• Bonus ad: What more could CGA do for you?
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3 Circle definition, in geometry and algebra

We want to fit circles to point data. A circle is the intersection of a sphere and a plane.

There is an algebra that directly implements this definition:

κ = σ ∧ π.

For the fit, use the geometric algebra of a vector space in which all elements in the fit are basic:

its vectors represent spheres, including planes (spheres of infinite radius) and points (spheres of

zero radius).

This algebra is called CGA (conformal geometric algebra).
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4 Fitting Planes and Spheres

Fitting a plane to point data {pi} to minimize Σi((pi − d) · n)2 is solved:

1. Compute the centroid p̄ = 1
NΣi pi.

2. Compute the covariance matrix C = 1
NΣi (pi − p̄) (pi − p̄)T of the relative vectors.

3. The eigenvector n of C with smallest eigenvalue is the normal vector of the optimal plane.

4. Construct the best fit plane with normal vector n passing through p̄.

Algebraically a bit clumsy but it works.

But how to fit a sphere to point data?

• Awkward nonlinear criterion ‘minimize Σi(
√

(pi − c) · (pi − c)− ρ)2’.

• The plane method does not generalize, in linear algebra.

• Methods known (2D circle fits [Al-S.&Ch. 2009] , generalizable to n-D) but look ad hoc.

• Let’s invent our own using CGA. (It will actually reinvent [Pratt 1987].)

Spoiler: The best fitting circle is NOT the best sphere cut by the best plane!
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5 Optimal Fitting of Spheres

Given N data point vectors pi in n-D, what is the best fitting hypersphere?
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6 Optimal Sphere Fitting Solution: the Recipe

1. Put the N point data pi in a data matrix [D] with column i equal to

[
pi

1
1
2
‖pi‖2

]
.

2. Make a matrix [P ] as [P ] = [D] [D]T [M ]/N , where [M ] =

[
In×n 0 0
0T 0 −1
0T −1 0

]
.

3. Solve the eigenproblem for [P ], giving minimum eigenvalue λ∗ and its eigenvector x∗.

4. Interpret the solution: normalize the eigenvector [x∗] to have [x∗]n−1 equal to 1.

It then relates to the best-fit hypersphere parameters as [x∗] =

[
c
1

1
2
(‖c‖2 − ρ2)

]
.

The first n components of [x∗] give the center c; the radius ρ =
√
‖c‖2 − 2[x∗]∞.

This sphere fitting recipe can be implemented in Matlab straightforwardly.

The circle recipe will have a similar style.

But to understand them both, we will have to dive deeper!
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7 Spheres in Linear Algebra

Sphere with center c and radius ρ:

‖x− c‖2 = ρ2.

Introducing 3D coordinates (yuck!) x = (x1, x2, x3)T and c = (c1, c2, c3)T this is:

x2
1 + x2

2 + x2
3 − 2(x1c1 + x2c2 + x3c3) + c2

1 + c2
2 + c2

3 − ρ2 = 0.

Setting x0 = x2
1 + x2

2 + x2
3 and introducing constants, it seems tidier:

Ax0 + B1x1 + B2x2 + B3x3 + C = 0.

This is the basis of the classical algebraic treatment of the sphere fits.

The squares hidden in x0 make this a bit awkward, and different from plane fitting.

A least square fit requires constrained optimization [Al-Sharadqah & Chernov 2009].

By contrast, we will set up a 5-D space that gives as sphere equation:

x · s = 0

with x and s vectors. This is much more tractable.

7



8 One Space to Rule Them All: the Geometry of Spheres, Planes and Points

Recipe for CGA (Conformal Geometric Algebra [Anglès 1980, Hestenes 1984]):

• Embed your space Rn in Rn+1,1 (so Minkowski space of two more dimensions)

• Choose basis with Rn+1,1 with Euclidean part, plus no and n∞ for the extra dimensions.

Pick the metric such that no · no = n∞ · n∞ = 0, and no · n∞ = −1.

⊕ Recognize this from the recipe? [M ] =

[
In×n 0 0
0T 0 −1
0T −1 0

]
, on basis {e1, · · · , en, no, n∞}.

• A point at location p is represented as the vector

p = no + p + 1
2‖p‖

2n∞.

You may think of no as point at origin, n∞ as point at infinity.

⊕ Recognize this from the recipe? [p] = [pT , 1, 1
2‖p‖

2]T , on basis {e1, · · · , en, no, n∞}.

• This gives an isometric model with squared Euclidean distances as dot products:

p · q = −1
2‖p− q‖2

For a point, p · p = 0, so points are represented as null vectors.

⊕ In the implementation, [p · q] = [p]T [M ] [q] = [−1
2‖p− q‖2].
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9 CGA: the Geometry of Spheres, Planes and Points (continued)

• To make a sphere with center c and radius squared ρ2, use the vector:

s = c− 1
2ρ

2n∞.

Now 0 = x · s ⇔ ‖x− c‖2 = ρ2.

⊕ In the implementation, [s] = [cT , 1, 1
2(c2 − ρ2)]T .

• A plane with normal n through p is (dually) represented as the vector:

π = n + (n · p)n∞.

⊕ In an implementation, [π] = [nT , 0,n · p]T .

• A circle is the intersection of a sphere and a plane, or of two spheres.

It is (dually) represented as a 2-D subspace using the outer product of geometric algebra:

κ = s ∧ π = s1 ∧ s2.

⊕ In the implementation, ∧ is a certain matrix (see later).

• Perpendicularity of geometrical elements represented by x and y is algebraically: x · y = 0.

⊕ A point p on a sphere s is a small sphere perpendicular to it, so p · s = 0.

• As a true geometric algebra, CGA has a geometric product.

This permits division by vectors and other subspaces. For vectors, x−1 = x/(x · x).
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10 Distance of Point and Hypersphere

For a dual sphere σ = c− 1
2ρ

2n∞ and a point p, the CGA dot product σ · p gives a somewhat

strange squared distance measure between point and sphere [Perwass & Förstner 2006], [Rock-

wood & Hildenbrand 2010]:

However, for point p a small signed distance δ outside the sphere:

∓2σ · p = ±
(
d2
E(c, p)− ρ2

)
= ±

(
(ρ + |δ|)2 − ρ2

)
≈ 2 ρ δ

Therefore, using ρ2 = σ2:

(σ · p)2/σ2 ≈ δ2

10



11 An Algebraically Natural Approximate Criterion

Good approximation to sum of squares of distances δi of

points pi to (dual) hypersphere σ with radius ρ =
√
σ2:

Σi (pi · σ)2/σ2 = Σi δ
2
i

(
1 +

δi
ρ

+
( δi

2ρ

)2
)
≈ Σi δ

2
i

(The sum is less than its parts: sum over pi tends to

cancel contribution δi
3/ρ by points inside and outside the

sphere. We will get back to just how good this is.)

So we try to solve in Rn+1,1, given conformal points pi:

Find an x that minimizes: L(x) = 1
NΣi (pi · x)2/x2

To unclutter our work we set P [x] = 1
NΣi pi (pi · x) (a symmetric linear function):

Find an x that minimizes: L(x) = x−1 · P [x].

This is like the classical optimization with constrained norm using a Lagrangian multiplier:

Find an x and λ that minimize: L(x, λ) = x · P [x] + λ(x · x− 1).
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12 Straightforward Solution by Coordinate-free Differentiation ∂x

0 = ∂xL(x)

= ∂x
(
x−1 · P [x]

)
= −x−1P [x]x−1 + P̄ [x−1] standard GA differentiation

= (−xP [x] + P̄ [x]x)x−3 rearranging by linearity

= (−xP [x] + P [x]x)x−3 by symmetry of P [ ]

= 2 (P [x] ∧ x)x−3 by definition of outer product

Multiply by the invertible vector 1
2x

3 and rewrite:

P [x] ∧ x = 0.

This is an eigenproblem! Any solution x∗ is an eigenvector of the operator

P [ ] : Rn+1,1 → Rn+1,1 : x 7→ 1
NΣi pi (pi · x). (1)

The eigenvalue is the cost of the solution, i.e. the realized mean of squared distances:

L(x∗) = x−1
∗ · P [x∗] = λ∗ x

−1
∗ · x∗ = λ∗.

Minimize the L with a real sphere x∗: pick λ∗ as minimal non-negative eigenvalue of P [ ].
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13 Problem solved: Optimal Sphere Found

The sphere x∗ = c− 1
2ρ

2n∞ minimizing the sum of approximate squared distances

of a set of conformal points {pi} is the (normalized) eigenvector of minimum

nonnegative eigenvalue of the linear operator P [ ] = Σi pi (pi · [ ]).

sphere_fit(50,0.01,0.5) sphere_fit(100,0.01,0.1)
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14 Optimal Sphere Fitting Solution: the Recipe (As Before)

1. Put the N point data pi in a data matrix [D] with column i equal to

[
pi

1
1
2
‖pi‖2]

]
.

2. Make a matrix [P ] as [P ] = [D] [D]T [M ]/N , where [M ] =

[
In×n 0 0
0T 0 −1
0T −1 0

]
.

3. Solve the eigenproblem for [P ], giving minimum eigenvalue λ∗ and its eigenvector x∗.

4. Interpret the solution: normalize the eigenvector [x∗] to have [x∗]n−1 equal to 1.

It then relates to the best-fit hypersphere parameters as [x∗] =

[
c
1

1
2
(‖c‖2 − ρ2)

]
.

The first n components of [x∗] give the center c; the radius ρ =
√
‖c‖2 − 2[x∗]∞.

This sphere fitting recipe can be implemented in Matlab without any knowledge of CGA.
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15 Fitting Hypercircles - an Approximate Least Squares Measure

Let X be a factorizable bivector representing a (dual) hypercircle. Then X could be factorized

as product of its carrier hyperplane π and a hypersphere σ perpendicular to it: X = π∧σ with

π · σ = 0. Then, trying the same formula:

−(p ·X)2/X2 = −
(
p · (π ∧ σ)

)2
/(−π2σ2) = (p · π)2/π2 + (p · σ)2/σ2.

This is the sum of the exact squared distance to the carrier plane, plus the approximate squared

distance to the carrier hypersphere. Very reasonable measure to minimize.

Cross section of equidistance lines

of −(p ·X)2/X2 for circle X .

Figure [Perwass 2009].
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16 Fitting Hypercircles - Lagrange Multiplier

We need to demand that bivector X is a hypercircle. It must be factorizable; in n-D, that is

the constraint:

X ∧X = 0.

Enforce scalarity by 4-vector Lagrange multiplier µ and scalar product ∗, giving:

Find X and µ that minimize L(X,µ) = X∗P ′[X]
X∗X + µ ∗ (X ∧X)

with P ′ the ‘conformal inertia’ operator:

P ′ :
∧

2 Rn+1,1 →
∧

2 Rn+1,1 : X 7→ 1
NΣi pi ∧ (pi ·X). (2)

Solution to this problem, after a bit of work:

The optimal dual hypercircle X∗ is the eigenbivector for smallest non-

negative eigenvalue L∗ of the operator P ′, also satisfying X ∧X = 0.
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17 Matlab Implementation of Circle Fitting in 3D (But We’ll Do Better Soon)

• For n = 3, we use the 10-D bivector basis {e23, e31, e12 | eo1, eo2, eo3 | e1∞, e2∞, e3∞ | eo∞}.
• Compute the 10× 10 matrix of [P ′]:

[P ′] = Σi



−[p×i ]2 −1
2
p2
i [p×i ] [p×i ] 0

−[p×i ] [p×i ]2 + 1
2
p2
i [I3×3] [I3×3] −[pi]

[p×i ] 1
4
p4
i [I3×3] [p×i ]2 + 1

2
p2
i [I3×3] −1

2
[p3

i ]

0T 1
2
[p3

i ]
T [pi]

T −p2
i


,

where [p×i ] is the cross product matrix, and [p3
i ] = p2

i [pi].

• Compute the eigenvector of smallest nonnegative eigenvalue of this matrix using a linear

algebra package.

• Check if it is a 2-blade. To our (initial) surprise, all eigenvectors are eigen-2-blades!

• Unpack the resulting 10D eigen(bi)vector into meaningful circle parameters (tedious but

straightforward, details later).
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18 This Works

circle_fit(100,0.1,0.2) circle_fit(50,0.05,0.05)

Black is ground truth circle for noisy point generation; blue is best fit circle.
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19 Why Is Every Eigenbivector of P ′ a 2-Blade?

Lemma: Let xj and xk be eigenvectors of P , with eigenvalues λj and λk, respectively.

Then xj ∧ xk is an eigen-2-blade of P ′ with eigenvalue (λj + λk).

Proof:

P ′[xj ∧ xk] = Σi pi ∧
(
pi · (xj ∧ xk)

)
definition of P ′

= Σi pi ∧
(

(pi · xj)xk − xj (pi · xk)
)

dot product on 2-blade

= P [xj] ∧ xk − P [xk] ∧ xj definition of P ′

= (λj + λk)xj ∧ xk. eigenvectors! �

Lemma: All eigenbivectors of P ′ are 2-blades.

Proof:

The operator P has an eigenbasis of (n+2) vectors. From these we can construct (n+2
2 )

2-blade elements. Each of those is an eigenbivector (even an eigen-2-blade) of P ′. But

P ′ should have an eigenbasis of (n+2
2 ) ‘eigenvectors’ in its bivector space. It follows that

we can construct each eigen(bi)vector of P ′ from eigenvectors of P , so all are 2-blades.

�

Small print: this holds strictly only if eigenvalues of P are all different; that happens in practice.
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20 The Eigenvectors of [P ] Represent Orthogonal Spheres

P [ ] is a symmetric operator, so its

eigenvectors form an orthonormal basis

for Rn+1,1.

They represent (n + 2) orthogonal

spheres! Such spheres have been

studied before [Raynor 1934].

These spheres intersect orthogonally in circles.

By the lemma on eigenvalues, the two best spheres give the best circle!
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21 On Second Thoughts, The 5-Sphere Basis Is Not Surprising

The usual orthonormal basis {e1, e2, e3, e+, e−} of Rn+1,1 consists of 3 dual coordinate planes,

and a real and imaginary dual sphere. By a conformal versor (with (n+2
2 ) DoF), these can be

transformed into other spheres without affecting their orthogonality.

V→
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22 Algorithm for Optimal (Hyper-)Circle Fitting

No need to construct (n+2
2 )× (n+2

2 )-dimensional matrix [P ′] and solve its eigenproblem.

Use the (n + 2)× (n + 2) matrix [P ] instead! (For 3D, 5× 5 rather than 10× 10.)

• Set up [P ] = [D]T [D] [M ] as before.

• Solve the eigenproblem for [P ], and save the two eigenvectors x1 and x2 with smallest

non-negative eigenvalues.

• Compute the intersection x1 ∧ x2 of the two hyperspheres x1 and x2. On the vector and

bivector bases given before, this employs an (n+2
2 )× (n + 2) matrix:

[y ∧ x] =


[y×] 0 0

yo [1] −y 0

−y∞ [1] 0 y

0T −y∞ yo


 x

xo
x∞

 .
• Interpret the eigenbivector components as hypercircle parameters.
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23 Unpacking the Hypercircle Parameters (Gory but Straightforward)

The general expression for a (dual) circle κ in CGA, as the intersection of a hyperplane π with

normal vector n containing c, and a sphere σ with radius ρ around c:

κ = π ∧ σ
= α

(
n + (c · n)n∞

)
∧
(
no + c + 1

2(c2 − ρ2)n∞
)

= α
(
n ∧ no + n ∧ c− (c · n)no ∧ n∞ +

(
1
2(c2 − ρ2) n− (c · n) c

)
n∞

)
.

• Thus −αn can be retrieved immediately as the components of {eoi}, normalization then

splits it in α and n if necessary.

• The Euclidean eij and eo∞ parts then give the outer and inner product of c and n.

Using the matrix implementation of the geometric product:[
nT

n×

]
[c] =

[
n · c

(n ∧ c)∗

]
we can solve for c. (Effectively, geometric division in 3D, as implemented in linear algebra.)

• With α, n and c known, ρ2 can be derived from the {ei∞} component vector v∞ as

ρ2 = ‖c‖2 − 2n · v∞/α− 2(c · n)2.
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24 Unpacking the Circle Parameters with CGA Software

Given a (dual) circle κ, retrieve its parameters n, c, ρ.

View the circle as formed by intersection of a sphere σ with a plane π:

σ ∧ π = κ. (3)

First, let us find the plane of κ. Just wedge the point at infinity onto it:

π∗ = n∞ ∧ κ∗, which means that π = n∞ · κ. (4)

Its normal vector is n, easy to read out as Euclidean part after normalization as π/
√
π2.

Now find the center and radius of the encompassing sphere:

σ · π = 0 (impose orthogonality!). (5)

Adding those equations, σ π = κ. Geometric product invertible, so:

σ =κ/π = κ/(n∞ · κ).

This sphere is normalized, so read off Euclidean part as c, and ρ2 = σ2.
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25 The Geometry of Fitting Spheres and Circles (in 3D)

Matlab
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26 The Geometry of Fitting Spheres and Circles (in 3D)

Demonstration in GAViewer: ganew/sphere fit/sphere_eigen()
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27 The Fits Are Optimal (Though Not ‘Hyperaccurate’)

• Good overview of 2-D circle fitting methods in [Al-Sharadqah & Chernov 2009].

Our hypersphere is n-D version of 2D circle ‘algebraic fit’ from [Pratt 1987].

• Optimal in MSE accuracy: achieves KCR lower bound of variance. Optimal in speed.

• Especially: our fit is as optimal as the fit according to geometric least squares.

(which is 20 times slower, due to e.g Levenberg-Marquardt)

• For very large number of points N > 1000, there exists a hyperaccurate fit (see [Al-S&Ch]).

Surprise: it is not geometric least squares, that is biased!

• Elegance: In LA, Pratt fit gives a generalized eigenproblem. In CGA, pure eigenproblem.

• Relationship of circle fit to sphere fit is new.

Best 2D circle fit in 3D is intersection of two best orthogonal spheres.

Best 2D circle fit in 3D is not the best circle in the best plane!

• We have extended our method to k-spheres in n-D, for JMIV (submitted March 2013).

(Extra for 3D: optimally fit point pair without splitting the data.)

• Plane and line fits can be done in CGA too, and also lead to pure eigenproblems.
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28 Note on Hyperaccuracy (Kanatani 2012, ‘my best work’)

Kanatani says: In geometric data processing we do not want estimators with good asymptotic

behavior in the limit of infinite data, and/or large variance (the classical approach in estima-

tion): we have finite/minimal amount of data N , of usually rather small variance σ.

The Mean Square Error of a consistent estimator (which returns the true value when σ = 0)

can be shown to be:

MSE = variance + bias2 ≈ O(σ2/N) + O(σ4).

An optimal estimator minimizes the variance (achieves the ‘Kanatani-Cramèr-Rao lower bound’).

For large enough N , the bias term may become important, even for small σ.

A hyperaccurate estimator makes the O(σ4) term (the ‘essential bias’) equal to zero.

For 2D circles, a hyperaccurate estimator has been found in 2009 by Al-Sharadqah & Cher-

nov, prompting Kanatani to develop a general theory recently.

For 2D circles, it manifests itself when σ = 0.05ρ for N > 1000.

For smaller N , all optimal estimators are equivalent. Our fit is optimal.
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