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Abstract

We prove that there is a Hermitian self-orthogonal k-dimensional truncated
generalised Reed-Solomon code of length n 6 q2 over Fq2 if and only if there is
a polynomial g ∈ Fq2 of degree at most (q − k)q − 1 such that g + gq has q2 − n
distinct zeros. This allows us to determine the smallest n for which there is a
Hermitian self-orthogonal k-dimensional truncated generalised Reed-Solomon
code of length n over Fq2 , verifying a conjecture of Grassl and Rötteler. We
also provide examples of Hermitian self-orthogonal k-dimensional generalised
Reed-Solomon codes of length q2 + 1 over Fq2 , for k = q− 1 and q an odd power
of two.

1 Introduction

The study of Hermitian self-orthogonal linear codes is motivated by the fact that
given such a code one can easily construct a quantum error-correcting code. A
quantum error-correcting code is a subspace of (Cq)⊗n. The parameter q is called
the local dimension and corresponds to the number of mutually orthogonal states
each quantum particle of the system has. A quantum code with minimum distance d
is able to detect errors, which act non-trivially on the code space, on up to d− 1 of
the subsystems and correct errors on up to 1

2(d− 1) of the subsystems.

Let Fq denote the finite field with q elements. A linear code C of length n over Fq is
a subspace of Fn

q . If the minimum weight of a non-zero element of C is d then the
minimum (Hamming) distance between any two elements of C is d and we say that
C is [n, k, d]q code, where k is the dimension of the subspace C.

A canonical Hermitian form on Fn
q2 is given by

(u, v)h =
n∑

i=1

uiv
q
i .
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If C is a linear code over Fq2 then its Hermitian dual is defined as

C⊥h = {v ∈ Fn
q2 | (u, v)h = 0, for all u ∈ C}.

One very common construction of quantum stabiliser codes relies on the following
theorem from Ketkar et al. [16, Corollary 19]. It is a generalisation from the qubit
case of a construction introduced by Calderbank et al. [3, Theorem 2].

Theorem 1.1 If there is a [n, k, d′]q2 linear code C such that C ⊆ C⊥h then there
exists an [[n, n−2k, d]]q quantum code, where d is the minimum weight of the elements
of C⊥h \ C if k 6= 1

2n and d is the minimum weight of the non-zero elements of
C⊥h = C if k = 1

2n.

If C ⊆ C⊥h then we say the linear code C is Hermitian self-orthogonal. Theorem 1.1
is our motivation to study Hermitian self-orthogonal codes. We can multiply the
i-th coordinate of all the elements of C by a non-zero scalar θi, without altering the
parameters of the code. Such a scaling, together with a reordering of the coordinates,
gives a code which is said to be linearly equivalent or monomially equivalent to C.

A linear code D is linearly equivalent to a linear code C over Fq if, after a suitable
re-ordering of the coordinates, there exist non-zero θi ∈ Fq such that

D = {(θ1u1, . . . , θnun) | (u1, . . . , un) ∈ C}.

A truncation of a code is a code obtained from C by deletion of coordinates.

In this article we consider the generalised Reed-Solomon code, any code which is
linearly equivalent to a Reed-Solomon code.

In Section 3 we will prove that there exists a k-dimensional Hermitian self-orthogonal
generalised Reed-Solomon code of length n 6 q2 if and only if there is a polynomial
g ∈ Fq2 of degree at most (q − k)q − 1 such that g + gq has q2 − n distinct zeros.
We go on to give examples of such polynomials g, which imply the existence of
k-dimensional Hermitian self-orthogonal generalised Reed-Solomon codes of length
n, for many values of n which were previously unknown.

In Section 4 we determine the minimum n for which there exists a Hermitian self-
orthogonal generalised Reed-Solomon code of length n, verifying a conjecture of
Grassl and Rötteler from [8].

In Section 5, for q an odd power of two, we provide an example of a polynomial
g of degree less than q − 1 such that g + gq has no zeros. This implies, applying
Theorem 3.2, that there is a (q−1)-dimensional Hermitian self-orthogonal generalised
Reed-Solomon code of length q2 + 1 when q = 22h+1. This was previously unknown
for h > 4.
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2 Hermitian self-orthogonal codes

In this section we introduce the puncture code P (C) of a linear code C and explain
its connection to Hermitian self-orthogonal codes.

Let C be a linear code of length n over Fq2 . The code C is linearly equivalent to a
Hermitian self-orthogonal code if and only if there are non-zero θi ∈ Fq2 such that

n∑
i=1

θq+1
i uiv

q
i = 0, (1)

for all u, v ∈ C. Note that θq+1
i is a non-zero element of Fq, so equivalently C

is linearly equivalent to a Hermitian self-orthogonal code if and only if there are
non-zero λi ∈ Fq such that

n∑
i=1

λiuiv
q
i = 0.

For any linear code C over Fq2 of length n, Rains [20] defined the puncture code
P (C) to be

P (C) = {λ = (λ1, . . . , λn) ∈ Fn
q |

n∑
i=1

λiuiv
q
i = 0, for all u, v ∈ C}. (2)

Then, clearly we have the following theorem.

Theorem 2.1 Let C be a linear code over Fq2 of length n. There is a truncation of
C to a linear code over Fq2 of length r 6 n which is linearly equivalent to a Hermitian
self-orthogonal code if and only if there is an element of P (C) of weight r.

Thus, as emphasised in [8], the puncture code is an extremely useful tool in con-
structing Hermitian self-orthogonal codes. Observe that the minimum distance of
any quantum code, given by an element in the puncture code, will have minimum
distance at least the minimum distance of C⊥. This follows since any element in
the dual of the truncated code will be an element of C⊥ if we replace the deleted
coordinates with zeros.

3 Hermitian self-orthogonal generalised Reed-Solomon codes

In this section we focus on the puncture code of the Reed-Solomon code. We will
prove that the puncture code can be obtained as the evaluation code of polynomials
which belong to a specified subspace (5). This leads to the particularly useful
Theorem 3.4. This theorem gives necessary and sufficient conditions on the existence
of a truncation of a Reed-Solomon code being linearly equivalent to a Hermitian
self-orthogonal code. This equivalence is in terms of the existence of a polynomial
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with certain properties. These properties bound the degree of the polynomial and the
number of trace zero evaluations that it has. Here, the trace refers to the standard
trace function from Fq2 to Fq. Finally, we give examples of such polynomials and
therefore truncations of the Reed-Solomon code to codes which are linearly equivalent
to Hermitian self-orthogonal codes.

Throughout the article {a1, . . . , aq2} will denote the set of elements of Fq2 .

A generalised Reed-Solomon code over Fq2 is

D = {(θ1f(a1), . . . , θq2f(aq2), θq2+1fk−1) | f ∈ Fq2 [X], deg f 6 k − 1},

where fi denotes the coefficient of Xi in f(X) and θi ∈ Fq2 \ {0}.

The Reed-Solomon code over Fq2

C = {(f(a1), . . . , f(aq2), fk−1) | f ∈ Fq2 [X], deg f 6 k − 1},

is obtained from the above definition by setting θi = 1 for all i ∈ {1, . . . , q2 + 1}.
Thus, a generalised Reed-Solomon code, up to permutation of the coordinates, simply
describes all linear codes linearly equivalent to the Reed-Solomon code C.

We note that our definition of a Reed-Solomon code, and its generalised version, is
what some authors call the extended or doubly extended Reed-Solomon code. That
is, many authors do not include the final coordinate or the evaluation at zero.

A generalised Reed-Solomon code is an example of a maximum distance separable
code (MDS code). By definition, MDS codes are those codes attaining the Singleton
bound which, for linear [n, k, d] codes, is k 6 n− d+ 1.

By (1), the Reed-Solomon code C (or its truncation if some of the θi are zero) is
linearly equivalent to a Hermitian self-orthogonal code if and only if

θq+1
q2+1

f qk−1gk−1 +

q2∑
i=1

θq+1
i f(ai)

qg(ai) = 0, (3)

for all polynomials f, g ∈ Fq2 [X] of degree at most k − 1.

Equivalently, according to (2),

(θq+1
1 , . . . , θq+1

q2
, θq+1

q2+1
) ∈ P (C). (4)

Thus, to determine all truncations of a generalised Reed-Solomon code which are
Hermitian self-orthogonal, it suffices to determine the puncture code P (C) of the
Reed-Solomon code. In the following theorem we prove that P (C) is the evaluation
code of the Fq-subspace

U =

h ∈ Fq2 [X] | h(X) =

q−k−1∑
i=0

q−1∑
j=i+1

(hijX
iq+j + hqijX

jq+i) +

q−k∑
i=0

hiX
i(q+1)

 ,

(5)
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where hij ∈ Fq2 and hi ∈ Fq.

Observe that U is a subspace over Fq since h, g ∈ U implies g + h ∈ U and λh ∈ U
for all λ ∈ Fq.

The size of U is

q2((q−1)(q−k)−
1
2
(q−k−1)(q−k))qq−k+1 = qq

2−k2+1.

Hence, the dimension of U , as a subspace over Fq, is q2 + 1− k2.

It was proven in [1, Theorem 5] that if k > q + 1 then for C, the k-dimensional
Reed-Solomon code, P (C) = {0}.

Theorem 3.1 If k 6 q and C is a k-dimensional Reed-Solomon code then

P (C) = {(h(a1), . . . , h(aq2), hq−k) | h ∈ U},

where U is defined as in (5). In particular, we have that dimP (C) = q2 + 1− k2.

Proof. Firstly we verify that all functions from Fq2 to Fq are evaluations of poly-
nomials of the form

h(X) =

q−2∑
i=0

q−1∑
j=i+1

(hijX
iq+j + hqijX

jq+i) +

q−1∑
i=0

hiX
i(q+1), (6)

where hij ∈ Fq2 and hi ∈ Fq.

Note that h(x) ∈ Fq for all x ∈ Fq2 and there are

q2(
q−1
2 )qq = qq

2

polynomials of this form. Each defines a distinct function from Fq2 to Fq and since

there are qq
2

such functions, the evaluation of such polynomials describes all of them.

The condition (4)
(h(a1), . . . , h(aq2), c) ∈ P (C)

is equivalent to condition (3), which in this case is

cf qk−1gk−1 +

q2∑
`=1

h(a`)f(a`)
qg(a`) = 0,

for all polynomials f, g ∈ Fq2 [X], where deg f, deg g 6 k − 1,

Substituting, f(X) = Xr and g(X) = Xs, where s < r 6 k − 1, this becomes

q2∑
`=1

h(a`)a
rq+s
` = 0.
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Thus, from (6),

q2∑
`=1

q−2∑
i=0

q−1∑
j=i+1

(hija
(i+r)q+j+s
` + hqija

(j+r)q+i+s
` ) +

q2∑
`=1

q−1∑
i=0

hia
(i+r)q+i+s
` = 0.

The only term in these sums whose exponent is q2 − 1 is hq−1−r,q−1−sa
q2−1
` .

Using the fact that ∑
t∈Fq2

ti = 0,

for all i = 0, . . . , q2 − 2 and ∑
t∈Fq2

tq
2−1 = −1,

we have that
hij = 0

for i > q − k and j > i+ 1.

Similarly, substituting f(X) = Xr and g(X) = Xr, where r 6 k − 2 implies hi = 0
for i > q − k + 1. And substituting f(X) = Xk−1 and g(X) = Xk−1, we conclude
that c = hq−k.

Thus, we have proved that

P (C) ⊆ CU = {(h(a1), . . . , h(aq2), hq−k) | h ∈ U}.

To prove equality, suppose

f(a`) =
k−1∑
r=0

fra
r
` and g(a`) =

k−1∑
s=0

gsa
s
` .

The sum

hq−kf
q
k−1gk−1 +

q2∑
`=1

k−1∑
r,s=0

q−k−1∑
i=0

q−1∑
j=i+1

f qr gs(hija
(i+r)q+s+j
` + hqija

(r+j)q+s+i
` )

+

q2∑
`=1

q−k∑
i=0

f qr gshia
(i+r)q+s+i
`

is zero, since the only term in the sums whose exponent is q2 − 1 is the term in the
last sum when r = s = k − 1 and i = q − k. Thus, we have that this sum is

hq−kf
q
k−1gk−1 − hq−kf

q
k−1gk−1 = 0.

Hence, CU ⊆ P (C).

The dimension of P (C) follows from the fact that dimU = q2 + 1− k2. �
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Theorem 3.1 has the following corollary.

Theorem 3.2 Suppose k 6 q − 1. There is a linear [n, k, n − k + 1]q2 Hermitian
self-orthogonal truncated generalised Reed-Solomon code if and only if there is a
polynomial

h(X) =

q−k−1∑
i=0

q−1∑
j=i+1

(hijX
iq+j + hqijX

jq+i) +

q−k−1∑
i=0

hiX
i(q+1) +X(q−k)(q+1),

which has q2 + 1 − n distinct zeros when evaluated at x ∈ Fq2, or a polynomial
h(X) ∈ Fq2 [X] of the form

h(X) =

q−k−1∑
i=0

q−1∑
j=i+1

(hijX
iq+j + hqijX

jq+i) +

q−k−1∑
i=0

hiX
i(q+1)

which has q2 − n distinct zeros when evaluated at x ∈ Fq2.

Proof. This follows directly from Theorem 3.1 and the definition of U . The two
cases depend on whether h(X) has a term of degree (q − k)(q + 1) or not. If it does
then we can scale h(X) so that the coefficient of X(q−k)(q+1) is one. �

In the following theorem we prove that the subspace U , as a subspace of functions
from Fq2 to Fq, has an alternative and more useful description. Specifically, the
functions defined by the polynomials h can be obtained from polynomials of small
degree as specified in the following theorem.

Theorem 3.3 If k 6 q and C is a k-dimensional Reed-Solomon code then

P (C) = {(g(a1) + g(a1)
q + ca

(q−k)(q+1)
1 , . . . , g(aq2) + g(aq2)q + ca

(q−k)(q+1)
q2

, c)

| g ∈ Fq2 [X], deg g 6 (q − k)q − 1, c ∈ Fq}.

Proof. We have to show that for each h ∈ U there is a g ∈ Fq2 [X], where deg g 6
(q − k)q − 1, such that h(X) and

g(X) + g(X)q + cX(q−k)(q+1)

define the same function, and vice-versa.

Suppose

h(X) =

q−k−1∑
i=0

q−1∑
j=i+1

(hijX
iq+j + hqijX

jq+i) +

q−k∑
i=0

hiX
i(q+1).
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Define

g(X) =

q−k−1∑
i=0

q−1∑
j=i+1

hijX
iq+j +

q−k−1∑
i=0

giX
i(q+1),

where gi + gqi = hi for i ∈ {0, . . . , q − k − 1}, and let c = hq−k.

Then,
g(x) + g(x)q + cx(q−k)(q+1) = h(x),

for all x ∈ Fq2 .

Vice-versa, suppose

g(X) =

q−k−1∑
i=0

i−1∑
j=0

gijX
iq+j +

q−k−1∑
i=0

q−1∑
j=i+1

gijX
iq+j +

q−k−1∑
i=0

giX
i(q+1)

and c ∈ Fq.

For all x ∈ Fq2 , switching the order of the sums in the first and third sums,

g(x) + g(x)q =

q−k−2∑
j=0

q−k−1∑
i=j+1

gijx
iq+j +

q−k−1∑
i=0

q−1∑
j=i+1

gijx
iq+j

+

q−k−2∑
j=0

q−k−1∑
i=j+1

gqijx
jq+i +

q−k−1∑
i=0

q−1∑
j=i+1

gqijx
jq+i +

q−k−1∑
i=0

(gi + gqi )xi(q+1).

Since gij = 0 for i > j > q − k − 1 and for i > q − k,

g(x) + g(x)q =

q−k−1∑
j=0

q−1∑
i=j+1

gijx
iq+j +

q−k−1∑
i=0

q−1∑
j=i+1

gijx
iq+j

+

q−k−1∑
j=0

q−1∑
i=j+1

gqijx
jq+i +

q−k−1∑
i=0

q−1∑
j=i+1

gqijx
jq+i +

q−k−1∑
i=0

(gi + gqi )xi(q+1).

=

q−k−1∑
i=0

q−1∑
j=i+1

((gij + gqji)x
iq+j + (gqij + gji)x

jq+i) +

q−k−1∑
i=0

(gi + gqi )xi(q+1)

Thus, we define

h(X) =

q−k−1∑
i=0

q−1∑
j=i+1

((gij+g
q
ji)X

iq+j+(gqij+gji)X
jq+i)+

q−k−1∑
i=0

(gi+g
q
i )Xi(q+1)+cX(q−k)(q+1)

and conclude that
g(x) + g(x)q + cx(q−k)(q+1) = h(x),

for all x ∈ Fq2 . �
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If k = q then the puncture code has dimension one and is spanned by the all-one
vector and, as mentioned before, if k > q + 1 then the puncture code is trivial. Thus,
we can restrict to the case k 6 q − 1.

The case in which n = q2+1 will be dealt with separately in Section 5. In the case n 6
q2 we can apply the description of the puncture code given in Theorem 3.3. This leads
to the following theorem which gives a straightforward method to obtain Hermitian
self-orthogonal truncations of a generalised Reed-Solomon code. One chooses a
polynomial g(X) of small degree and deduces how many zeros the polynomial
g(X) + g(X)q has.

Theorem 3.4 Suppose k 6 q − 1 and n 6 q2. There is a linear [n, k, n− k + 1]q2
Hermitian self-orthogonal truncated generalised Reed-Solomon code if and only if
there is a polynomial g(X) ∈ Fq2 [X] of degree at most (q − k)q − 1, where

g(X) + g(X)q

has q2 − n distinct zeros when evaluated at x ∈ Fq2.

Proof. The reverse implication follows from Theorem 2.1 and Theorem 3.3 (taking
c = 0).

For the forward implication, Theorem 2.1 implies there is a codeword in the puncture
code of weight n. If the final coordinate is zero then Theorem 3.3 suffices.

If not then we have to prove that a codeword in the puncture code of weight n with
a non-zero final coordinate implies there is also a codeword in the puncture code of
weight n whose final coordinate is zero. Then we can apply Theorem 3.3.

Suppose that the j-th coordinate is the coordinate of a codeword in the puncture
code of weight n which is zero. Then, by (3), there are elements θi ∈ Fq2 such that,
for all polynomials f, g ∈ Fq2 [X] of degree at most k − 1,

θq+1
q2+1

f qk−1gk−1 +

q2∑
i=1
i 6=j

θq+1
i f(ai)

qg(ai) = 0,

where as before fk−1 and gk−1 are the coefficients of Xk−1 in f(X) and g(X)
respectively.

Now,

f(X) = (X − aj)k−1f(
1

X − aj
),

for some polynomial f of degree at most k − 1. Thus, with

bi =
1

ai − aj
,
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the equation above becomes,

θq+1
q2+1

f(0)qg(0) +

q2∑
i=1
i 6=j

θq+1
i b

(q+1)(1−k)
i f(bi)

qg(bi) = 0,

since the coefficient of Xk−1 in f is the constant term in f .

Now, set θi = b1−ki θi for i 6= j, bj = 0 and θj = θq2+1.

Hence, we have that there are elements θi ∈ Fq2 such that, for all polynomials

f, g ∈ Fq2 [X] of degree at most k − 1,

q2∑
i=1

θ
q+1
i f(bi)

qg(bi) = 0.

Thus, the vector whose i-th coordinate is θ
q+1
i is a vector of weight n in the puncture

code whose last coordinate is zero, which is what we wanted to prove. �

The quantum Singleton bound, from [17], states that if there is a [[n, k, d]]q quantum
code then

n > k + 2(d− 1).

A quantum code meeting this bound is called a quantum MDS code.

Example 3.5 Let t be a divisor of q + 1 and let f ∈ Fq[X] be such that

t+ deg(f)(q + 1) 6 (q − k)q − 1.

Let

N = 1 + t(q − 1) +M,

where M is the number of distinct zeros in Fq2 of f(Xq+1) which are not (t(q−1))-th
roots of unity. Then there is a linear [q2 −N, k, q2 −N − k + 1]q2 Hermitian self-
orthogonal truncated generalised Reed-Solomon code and therefore, by Theorem 1.1,
a [[q2 −N, q2 −N − 2k, k + 1]]q quantum MDS code.

To prove the above claim, let

g(X) = cXtf(Xq+1)

where cq = −c. Then, for x ∈ Fq2,

g(x) + g(x)q = cxt(1− xt(q−1))f(xq+1).

The claim then follows directly from Theorem 3.4.
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To give a concrete example, assume that q is odd. Let f be a the product of linear
factors in Fq[X] whose roots are non-squares. In other words, if e is such that
f(e) = 0 then e(q−1)/2 = −1. Let t be a divisor of (q+ 1)/2. If x is a root of f(Xq+1)
then x(q

2−1)/2 = −1. Therefore, the roots of f(Xq+1) are not (t(q − 1))-th roots of
unity. Thus N = 1 + t(q − 1) + (deg f)(q + 1).

Example 3.6 Let t be a divisor of q + 1 and let R ⊆ Fq be such that

t+ |R|q 6 (q − k)q − 1.

Let
N = 1 + t(q − 1) +

∑
r∈R

Nr,

where Nr is the number of distinct zeros of Xq + X + r, r ∈ R, which are not
(t(q − 1))-th roots of unity. Then there is a linear [q2 − N, k, q2 − N − k + 1]q2
Hermitian self-orthogonal truncated generalised Reed-Solomon code and therefore, by
Theorem 1.1, a [[q2 −N, q2 −N − 2k, k + 1]]q quantum MDS code.

As in the previous example, to prove the claim, let

g(X) = cXt
∏
r∈R

(Xq +X + r)

where cq = −c. Then, for x ∈ Fq2,

g(x) + g(x)q = cxt(1− xt(q−1))
∏
r∈R

(xq + x+ r)

The claim then follows directly from Theorem 3.4.

Example 3.7 Suppose that R ⊆ {e ∈ Fq2 | eq+1 = 1} has the property that e ∈ R if
and only if e−1 ∈ R. Let t be such that t− |R| is a divisor of q + 1 and

t+ |R|(q − 1) 6 (q − k)q − 1.

Let
N = 1 + (t− |R|)(q − 1) +

∑
e∈R

Ne,

where Ne is the number of zeros of Xq−1+e, e ∈ R, which are not ((t−|R|)(q−1))-th
roots of unity. Then there is a linear [q2 −N, k, q2 −N − k + 1]q2 Hermitian self-
orthogonal truncated generalised Reed-Solomon code and therefore, by Theorem 1.1,
a [[q2 −N, q2 −N − 2k, k + 1]]q quantum MDS code.

As in the previous examples, to prove the claim, let

g(X) = cXt
∏
e∈R

(Xq−1 + e)
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where cq = −c. Then, for x ∈ Fq2,

c−1(g(x) + g(x)q) = xt
∏
e∈R

(xq−1 + e)− xtq
∏
e∈R

(x1−q + e−1)

= xt(1− x(t−|R|)(q−1))
∏
e∈R

(xq−1 + e),

where we use the fact that
∏

e∈R e = 1. Apply Theorem 3.4.

4 The minimum distance of the puncture code of the Reed-Solomon
code

In this section we determine the minimum weight of the puncture code of the Reed-
Solomon code and verify Conjecture 11 from [8]. This we do by considering each
case of (7) in turn.

In [2] it is proven that the Grassl-Rötteler MDS codes from [8] are in fact generalised
Reed-Solomon codes. Thus, Conjecture 11 from [8] states that the minimum distance
of the puncture code P (C) of the [q2 + 1, k, q2 + 2− k]q2 Reed-Solomon code C is

d =


2k if 1 6 k 6 q/2
(q + 1)(k − (q − 1)/2) if (q + 1)/2 6 k 6 q − 1, q odd
q(k + 1− q/2) if q/2 6 k 6 q − 1, q even
q2 + 1 if k = q.

(7)

In this section we will verify this conjecture. The case k = q can be dealt with
immediately since, by Theorem 3.1, the dimension of P (C) is 1 and the subspace U
consists of the constant function, which implies that P (C) is spanned by the all-one
vector, which has weight q2 + 1.

Recall that, since P (C) is a linear code, the minimum distance is equal to the
minimum non-zero weight.

Theorem 4.1 If 1 6 k 6 q/2 then the minimum distance of the puncture code P (C)
of the [q2 + 1, k, q2 + 2− k]q2 Reed-Solomon code C is 2k.

Proof. Let a1, . . . , a2k be distinct elements of Fq. There are 2k elements θi ∈ Fq2 ,
not all zero, such that

2k∑
`=1

θq+1
` ar` = 0,

for all r ∈ {0, . . . , 2k − 2}. Since a` ∈ Fq, this implies that

2k∑
`=1

θq+1
` aiq+j

` = 0,
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for all i, j ∈ {0, . . . , k − 1}. This implies that

2k∑
`=1

θq+1
` f(a`)

qg(a`) = 0,

for all polynomials f and g of degree at most k − 1. Therefore, there is a vector in
the puncture code P (C) of weight at most 2k.

We must now prove that all non-zero elements of P (C) have weight at least 2k.
Suppose that P (C) contains a non-zero codeword of weight at most m 6 2k − 1.
The truncation of C at these m coordinates is a Hermitian self-orthogonal code of
dimension min{m, k}, which contradicts Theorem 1.1, since the length of a Hermitian
self-orthogonal code must be at least twice the dimension.

�

We now tackle the second and third cases of (7). In each case we prove first, in
Lemma 4.2 and Lemma 4.4, that the puncture code has a codeword of weight
conjectured by (7) and then in Theorem 4.3 and Theorem 4.5, prove that there is no
codeword in the puncture code of less weight.

We define the trace polynomial

trq→2(X) = X +X2 +X4 + · · ·+Xq/2 =

h−1∑
j=0

X2j ,

where q = 2h.

The evaluation of this polynomial is the usual trace function from Fq to F2.

Lemma 4.2 If q/2 6 k 6 q − 1 and q is even then the minimum distance of the
puncture code P (C) of the [q2 + 1, k, q2 + 2− k]q2 Reed-Solomon code C is at most
q(k + 1− q/2).

Proof. Let

R ⊆ {e ∈ Fq | trq→2(e) = 1}

of size q − k − 1 and define

g(X) = trq→2(X)
∏
e∈R

(Xq +X + e).

For all x ∈ Fq2 ,

g(x) + g(x)q = trq2→2(x)
∏
e∈R

(xq + x+ e).
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The polynomials Xq +X + e, e ∈ R, have q zeros which are not zeros of trq2→2(X),
since

trq→2(x
q + x+ e) = trq2→2(x) + trq→2(e).

Clearly, the zeros of Xq +X + e are distinct for distinct e. Thus, g(x) + g(x)q has
q(q − k − 1) + q2/2 zeros.

By Theorem 3.3, P (C) has a codeword of weight

q2 − q(q − k − 1)− q2/2 = q(k + 1− q/2).

�

Theorem 4.3 If q/2 6 k 6 q − 1 and q is even then the minimum distance of the
puncture code P (C) of the [q2+1, k, q2+2−k]q2 Reed-Solomon code C is q(k+1−q/2).

Proof. Lemma 4.2 implies that there is a codeword of weight q(k + 1− q/2) in the
puncture code, so we only need to show that P (C) cannot have codewords of less
weight.

Suppose that P (C) has a codeword of weight at most q(k + 1 − q/2) − 1. By
Theorem 3.4 and Theorem 2.1, there is a polynomial g ∈ Fq2 [X] of degree at most
(q − k)q − 1 such that

g + gq

has at least q2 − (q(k + 1− q/2)− 1) = (32q
2 − k − 1)q + 1 distinct zeros.

We will obtain a contradiction considering two separate cases.

Case 1: Suppose that g + gq has between (12q +m)q + 1 and (12q +m)q + 1
2q distinct

zeros in Fq2 , for some m. By the above, we have that m > q − k − 1 and clearly
m 6 1

2q − 1.

Let

c(X) =

1
2
q−1∑
i=0

1
2
q−m−1∑
j=0

cijX
iq+j ,

where the coefficients cij are chosen so that

c(g + gq)

has no terms of degree aq+ b, where a ∈ {12q+m, . . . , q− 1} and b ∈ {0, . . . , 12q− 1},
(a, b) 6= (12q + m, 0). Such a non-zero polynomial c(X) exists since we impose
(12q −m)12q − 1 linear homogeneous conditions and we have (12q −m)12q coefficients
defining c(X).

The degree of cg is at most

(32q − k − 1)q + 1
2q −m− 2 6 (m+ 1

2)q + 1
2q −m− 2.
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Now,

g =

q−k−1∑
i=0

q−1∑
j=0

gijX
iq+j

implies

gq =

q−k−1∑
i=0

q−1∑
j=0

gqijX
jq+i (mod Xq2 −X),

so the only terms of degree aq + b in cgq modulo Xq2 − X, for which a ∈ {12q +
m, . . . , q − 1}, have b ∈ {0, . . . , 12q − 1}, since

q − k − 1 + 1
2q −m− 1 6 1

2q − 1.

However, we chose c(X) so that c(g + gq) has no terms of degree aq + b, where
a ∈ {12q + m, . . . , q − 1} and b ∈ {0, . . . , 12q − 1}, (a, b) 6= (12q + m, 0). Hence, we
conclude that

c(g + gq) (mod Xq2 −X)

has degree at most (12q +m)q.

Now we use the fact that g+ gq has at least (12q+m)q+ 1 distinct zeros to conclude
that

c(g + gq) = 0 (mod Xq2 −X).

Then the fact that g + gq has at most (12q +m)q + 1
2q distinct zeros implies that c

has more than (12q −m)q − 1
2q distinct zeros. However,

cq =

1
2
q−1∑
i=0

1
2
q−m−1∑
j=0

cqijX
jq+i (mod Xq2 −X),

which has degree at most (12q −m)q − 1
2q − 1. This implies c = 0, contradicting the

fact that c 6= 0.

Case 2: Suppose that g + gq has between (12q + m)q + 1
2q + 1 and (12q + m + 1)q

distinct zeros in Fq2 , for some m. As before, we have that m > q − k − 1 and since

g+gq modulo Xq2−X has degree at most (q−1)q+ 1
2q−1, we have that m 6 1

2q−2.

Let

c(X) =

1
2
q−1∑
i=0

1
2
q−m−2∑
j=0

cijX
iq+j ,

where the coefficients cij are chosen so that

c(g + gq)

has no terms of degree aq+b, where a ∈ {12q+m+1, . . . , q−1} and b ∈ {0, . . . , 12q−2}.
Such a non-zero polynomial c(X) exists since we impose (12q −m− 1)(12q − 1) linear
homogeneous conditions and we have (12q −m− 1)12q coefficients defining c(X).
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The degree of cg is at most

(32q − k − 2)q + 1
2q −m− 3 6 (m+ 1

2)q − 1
2q −m− 3.

Arguing as in Case 1, the only terms of degree aq + b in cgq modulo Xq2 −X, for
which a ∈ {12q +m, . . . , q − 1}, have b ∈ {0, . . . , 12q − 2}, since

q − k − 1 + 1
2q −m− 2 6 1

2q − 2.

However, we chose c(X) so that c(g + gq) has no terms of degree aq + b, where
a ∈ {12q +m+ 1, . . . , q − 1} and b ∈ {0, . . . , 12q − 2}. Hence, we conclude that

c(g + gq) (mod Xq2 −X)

has degree at most (12q +m)q + 1
2q − 2.

Now we use the fact that g+ gq has at least (12q+m+ 1
2)q+ 1 zeros to conclude that

c(g + gq) = 0 (mod Xq2 −X).

Then the fact that g + gq has at most (12q +m+ 1)q distinct zeros implies that c has
more than (12q −m− 1)q distinct zeros. However,

cq =

1
2
q−1∑
i=0

1
2
q−m−2∑
j=0

cqijX
jq+i (mod Xq2 −X),

which has degree at most (12q −m− 2)q + 1
2q − 1. This implies c = 0, contradicting

the fact that c 6= 0. �

Lemma 4.4 If (q + 1)/2 6 k 6 q − 1 and q is odd then the minimum distance of
the puncture code P (C) of the [q2 + 1, k, q2 + 2 − k]q2 Reed-Solomon code C is at
most (q + 1)(k − (q − 1)/2).

Proof. Let R be a subset of Fq of size q− k− 1 such that e(q−1)/2 = 1 for all e ∈ R.
Define

g(X) = X(q+1)/2
∏
e∈R

(Xq+1 − e) =

q−k−1∑
i=0

q−1∑
j=0

gijX
iq+j .

For all x ∈ Fq2 ,

g(x) + g(x)q = (x(q
2+q)/2 + x(q+1)/2)

∏
e∈R

(xq+1 − e).

There are q+1 elements of Fq2 such that xq+1 = e and for these elements x(q+1)(q−1)/2 =

1, since e(q−1)/2 = 1. There are (q2 + 1)/2 elements of Fq2 such that

x(q
2+q)/2 + x(q+1)/2 = x(q+1)/2(x(q

2−1)/2 + 1) = 0
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which are distinct from the other (q − k − 1)(q + 1) zeros. Thus, g(x) + g(x)q has

(q2 + 1)/2 + (q − k − 1)(q + 1)

distinct zeros.

By Theorem 3.3, P (C) has a codeword of weight

q2 − (q2 + 1)/2− (q − k − 1)(q + 1) = (q + 1)(k − (q − 1)/2).

�

Theorem 4.5 If (q + 1)/2 6 k 6 q − 1 and q is odd then the minimum distance
of the puncture code P (C) of the [q2 + 1, k, q2 + 2 − k]q2 Reed-Solomon code C is
(q + 1)(k − 1

2(q − 1)).

Proof. Lemma 4.4 implies that there is a codeword of weight (q + 1)(k − 1
2(q − 1))

in the puncture code, so we only need show that P (C) cannot have codewords of
less weight.

Suppose that P (C) has a codeword of weight at most (q + 1)(k − 1
2(q − 1))− 1. By

Theorem 3.4 and Theorem 2.1, there is a polynomial g ∈ Fq2 [X] of degree at most
(q − k)q − 1 such that

g + gq

has at least q2 − (q + 1)(k − 1
2(q − 1)) = (q + 1

2(q − 1)− k)q + 1
2(q + 1)− k zeros.

As in the proof of Theorem 4.3, we will obtain a contradiction considering two
separate cases.

Case 1: Suppose that g + gq has between (12(q − 1) + m)q + 1
2(q + 1) − k and

(12(q − 1) +m)q + q − k distinct zeros in Fq2 , for some m.

By the above, we have that m > q − k. If m > 1
2(q + 1) then this would imply that

g + gq has more zeros than its degree, so m 6 1
2(q − 1).

Let

c(X) =

1
2
(q−1)∑
i=0

1
2
(q−1)−m∑
j=0

cijX
iq+j ,

where the coefficients cij are zero when j = 1
2(q − 1) −m and i > m + 1 and are

chosen so that
c(g + gq) (mod Xq2 −X)

has no terms of degree aq + b, where a ∈ {12(q − 1) + m, . . . , q − 1} and b ∈
{0, . . . , 12(q − 3)}, unless a = 1

2(q − 1) +m and b 6 1
2(q − 1)− k.

The degree of cg is at most

(32(q − 1)− k)q + 3
2(q − 1)−m.
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Thus, in the case m = q − k we must also choose the coefficients of c(X) so that
c(g + gq) has no terms of degree (12(q − 1) +m)q + r, for r ∈ {12(q + 1)− k, . . . ,−1}.

Thus, in doing so, the degree of

c(g + gq) (mod Xq2 −X)

is less than the number of distinct zeros of g + gq.

Such a non-zero polynomial c(X) exists since, in the case m > q − k, we impose

(12(q + 1)−m)12(q − 1)

linear homogeneous conditions and we have

(12(q − 1)−m)12(q + 1) + 1
2(q + 1)−m

coefficients defining c(X). In the case m = q − k, we impose

(k − 1
2(q − 1))12(q − 1) + k − 1

2(q + 1)

linear homogeneous conditions and we have

(k − 1
2(q − 1))12(q − 1) + k − 1

2(q − 1)

coefficients defining c(X).

Now we use the fact that g + gq has at least

(12(q − 1) +m)q + 1
2(q + 1)− k

zeros to conclude that

c(g + gq) = 0 (mod Xq2 −X).

Then the fact that g + gq has at most

(12(q − 1) +m)q + q − 1− k

distinct zeros implies that c has more than

(12(q − 1)−m)q + k + 1

distinct zeros. However,

cq =

1
2
(q−1)∑
i=0

1
2
(q−1)−m∑
j=0

cqijX
jq+i (mod Xq2 −X),

which has degree at most (12(q − 1)−m)q +m. Recall that the coefficients cij are
zero when j = 1

2(q − 1)−m and i > m+ 1.
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This implies c = 0, contradicting the fact that c 6= 0.

Case 2: Suppose that g+ gq has between (12(q− 1) +m)q+ q− k+ 1 and (12(q− 1) +
m+ 1)q + 1

2(q − 1)− k distinct zeros in Fq2 , for some m. As before, we have that
1
2(q − 1) > m > q − k.

Let

c(X) =

1
2
(q−1)∑
i=0

1
2
(q−1)−m∑
j=0

cijX
iq+j ,

where cij = 0, if j = 1
2(q − 1)−m and i > k − 1

2(q − 1), and the coefficients cij are
chosen so that

c(g + gq)

has no terms of degree aq + b, where a ∈ {12(q − 1) + m, . . . , q − 1} and b ∈
{0, . . . , 12(q − 3)}, unless a = 1

2(q − 1) +m and b 6 q − k − 1.

Such a non-zero polynomial c(X) exists since we impose

(12(q + 1)−m)12(q − 1)− (q − k)

linear homogeneous conditions and we have

(12(q−1)−m)12(q+1)+k− 1
2(q−1) > (12(q+1)−m)12(q−1)− (q−k)−m+ 1

2(q+1)

coefficients defining c(X).

The degree of cg is at most

(32(q − 1)− k)q + 3
2(q − 1)−m 6 (m+ 1

2(q − 1))q + 1
2(q − 3)−m.

Arguing as in Case 1, the only terms of degree aq + b in cgq modulo Xq2 −X, for
which a ∈ {12(q − 1) +m, . . . , q − 1}, have b ∈ {0, . . . , 12(q − 3)}.

However, we chose c(X) so that c(g + gq) has no terms of degree aq + b, where
a ∈ {12(q− 1) +m, . . . , q− 1} and b ∈ {0, . . . , 12(q− 3)}, unless a = 1

2(q− 1) +m and
b 6 q − k − 1.

Hence, we conclude that

c(g + gq) (mod Xq2 −X)

has degree at most (12(q − 1) +m)q + q − k − 1.

Now we use the fact that g+ gq has at least (12(q− 1) +m)q+ q− k zeros to conclude
that

c(g + gq) = 0 (mod Xq2 −X).

Then the fact that g + gq has at most

(12(q − 1) +m+ 1)q + 1
2(q − 1)− k
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distinct zeros implies that c has at least

(12(q − 1)−m)q + k − 1
2(q − 1)

distinct zeros.

However,

cq(X) =

1
2
(q−1)∑
i=0

1
2
(q−1)−m∑
j=0

cijX
jq+i (mod Xq2 −X),

and cij = 0, if j = 1
2(q − 1)−m and i > k − 1

2(q − 1).

Thus, cq (mod Xq2 −X) has degree at most

(12(q − 1)−m)q + k − 1
2(q − 1)− 1.

This implies c = 0, contradicting the fact that c 6= 0.

�

5 Hermitian self-orthogonal generalised Reed-Solomon codes of
length q2 + 1

The existence of a Hermitian self-orthogonal [q2+1, k, q2−k+2]q2 code is of particular
importance since these codes are of the same length as the Reed-Solomon code. Apart
from the exceptional case q is even and k ∈ {3, q− 1}, no longer MDS code is known.

Existence was already demonstrated in [1] for k 6 q − 2, so we restrict ourselves to
the case k = q − 1. In [8], the existence of a Hermitian self-orthogonal [q2 + 1, q −
1, q2 − q + 3]q2 code was shown for q odd and for q = 2h, where h ∈ {3, 4, 5, 6, 7},
whereas in [1] non-existence was proven for q = 4.

Here we will prove that such codes exist for all q = 2r, when r > 3 is odd.

Lemma 5.1 Suppose that q = 2r, where r is odd. If e is such that eq+1 = 1 and
e(q+1)/3 6= 1 then the polynomial

eX3 + eqX3q +Xq+1 + 1

has no zeros in Fq2.

Proof. Suppose
ex3 + eqx3q + xq+1 + 1 = 0,

for some x ∈ Fq2 .

We can write x = ay, where aq+1 = 1 and y ∈ Fq. Then, the above becomes,

(ea3) + (ea3)−1 + y−1 + y−3 = 0. (8)
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If c is a (q+1)-st root of unity or an element of Fq then c+c−1 ∈ Fq. If c+c−1 = b+b−1

then c = b or c = b−1. Thus, there is a c ∈ Fq2 such that y−1 = c+ c−1.

Observe that y−1 + y−3 = c3 + c−3, so (8) becomes

(ea3 + c3)(1 + (ea3c3)−1) = 0.

Thus, either e = c3/a3 or e = (ca)−3. Either way, e is a cube. Since (q−1, 3) = 1 and
e is also a (q + 1)-st root of unity, e = t3(q−1), for some t ∈ Fq2 . Hence, e(q+1)/3 = 1,

contradicting the assumption that e(q+1)/3 6= 1.

�

Theorem 5.2 If q = 2r and r > 3 is odd then there is a Hermitian self-orthogonal
[q2 + 1, q − 1, q2 − q + 3]q2 generalised Reed-Solomon code.

Proof. This follows from Theorem 3.2 and Lemma 5.1. �

6 Previous results on Hermitian self-orthogonal MDS codes

There are many constructions of quantum MDS codes with d 6 q + 1, mostly based
on cyclic or constacyclic constructions and generalised Reed-Solomon codes. For
example those contained in [4–6], [8, 9], [11], [12–15], [18, 19], [21–23] and [24–26].

These articles contain too many constructions to list them all. By means of example,
in Table 1, we detail the seven classes constructed by Tao Zhang and Gennian Ge in
[26] using Hermitian self orthogonal generalised Reed-Solomon codes.

Examples 3.5, 3.6 and 3.7 give examples of Hermitian self-orthogonal MDS codes of
length n, where n is not just a multiple of q + 1 or q − 1. Using Theorem 3.4, one
has much more scope to construct examples than using the previous methods which
were employed in the articles cited above.

7 Further work and open problems

As mentioned in Section 5, the existence of a [q2 + 1, k, q2 − k + 2]q2 Hermitian
self-orthogonal generalised Reed-Solomon code is of particular interest, since this
determines if the Reed-Solomon code itself is linearly equivalent to a Hermitian
self-orthogonal code. It was proven in [1] that such codes exist for all k 6 q − 2 and
k = q + 1 and do not exist for k > q + 2. Thus, in the case n = q2 + 1, we are only
interested in k = q − 1. In [8], existence was shown for q odd and q = 2h, where
h ∈ {3, 4, 5, 6, 7}, whereas in [1] non-existence was proven for q = 4. In Theorem 5.2
of this article, we have proved existence for all q = 2h with h odd. Thus, we are left
with only the cases q = 2h, h even and h > 8. According to Theorem 3.2, to prove
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Class Length Distance

1 n = bm(q + 1), 2 ≤ d ≤ q+1
2 +m

m| q−12 , bm ≤ q − 1

2 n = (bm+ c(m− 1))(q + 1), 2 ≤ d ≤ q−1
2 +m

m| q−12 , b, c ≥ 0, (b+ c)m ≤ q − 1
and b ≥ 1 or m ≥ 2

3 n = bm(q − 1), 2 ≤ d ≤ q−1
2 +m

m| q+1
2 , bm ≤ q + 1

4 n = (bm+ c(m− 1))(q − 1), 2 ≤ d ≤ q−3
2 +m

m| q−12 , b, c ≥ 0, (b+ c)m ≤ q + 1
and b ≥ 1 or m ≥ 2

5 n = (c1(2m− 1) + (c2 + c3)m)(q − 1) 2 ≤ d ≤ q−1
2 +m

m| q+1
2 , c1, c2, c3 ≥ 0, 0 ≤ c1 + c2 ≤ q+1

2m ,

0 ≤ c1 + c3 ≤ q+1
2m and c1 + c2 + c3 ≥ 1

6 n = c(q − 1), 2 ≤ d ≤ q−1
2 + c1,

q = 2am− 1, gcd(a,m) = 1, c1 =

{
c; if 1 ≤ c ≤ a+m− 1,

b c2c; if a+m ≤ c ≤ 2(a+m− 1).

1 ≤ c ≤ 2(a+m− 1)

7 n = c(q + 1), 2 ≤ d ≤ q+1
2 + c1,

q = 2am− 1, gcd(a,m) = 1, c1 =

{
c; if 1 ≤ c ≤ a+m− 1,

b c2c; if a+m ≤ c ≤ 2(a+m− 1).

1 ≤ c ≤ 2(a+m− 1)

Table 1: Summary of Quantum MDS Codes constructed in [26].

existence it suffices to find a polynomial

h(X) =

q−1∑
i=1

(hiX
i + hqiX

iq) + c+Xq+1,

where hi ∈ Fq2 and c ∈ Fq, which has no zeros in Fq2 .

Conjecture 15 from [8] addresses another question. It conjectures that, for q = 2h

and q 6= 4, there are quantum MDS codes with parameters [[n, n − 6, 4]]q for all
6 6 n 6 q2 + 2. According to Theorem 3.4, together with Theorem 1.1, this would
be verified (for n 6 q2) if one could find a polynomial g ∈ Fq2 [X], of degree at most
(q − 3)q − 1, such that g(x) + g(x)q has q2 − n distinct zeros in Fq2 , for values of
n 6 q2.
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