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Abstract. In this paper we prove that a set of points (in a projective space over a finite field of \( q \) elements), which is incident with \( 0 \) mod \( r \) points of every hyperplane, has at least \( (r - 1)q + (p - 1)r \) points, where \( 1 < r < q = p^h, p \) prime. An immediate corollary of this theorem is that a linear code whose weights and length have a common divisor \( r < q \) and whose dual minimum distance is at least 3, has length at least \( (r - 1)q + (p - 1)r \). The theorem, which is sharp in some cases, is a strong generalisation of an earlier result on the non-existence of maximal arcs in projective planes; the proof involves polynomials over finite fields, and is a streamlined and more transparent version of the earlier one.

1. Introduction

Let \( GF(q) \) denote the unique finite field with \( q \) elements. An \( [n,k,d]\)-linear code over \( GF(q) \) is a \( k \)-dimensional subspace \( C \) of the \( n \)-dimensional vector space over \( GF(q) \), in which all non-zero vectors have weight at least \( d \). The weight of a vector is the number of non-zero coordinates it has with respect to the canonical basis. The \( (k - 1) \)-dimensional projective space \( PG(k - 1,q) \) is the incidence system (geometry) whose points, lines, planes, \ldots, hyperplanes are the 1-dimensional, 2-dimensional, 3-dimensional,\ldots,\( (k - 1) \)-dimensional subspaces of the \( k \)-dimensional vector space over \( GF(q) \). The \( k \)-dimensional affine space \( AG(k,q) \) is the incidence system (geometry) whose points, lines, planes, \ldots, hyperplanes are the cosets of the 0-dimensional, 1-dimensional, 2-dimensional,\ldots,\( (k - 1) \)-dimensional subspaces of the \( k \)-dimensional vector space over \( GF(q) \).

Let \( C \) be an \( [n,k,d]\)-linear code over \( GF(q) \) and suppose there is an \( r \) such that \( r \) divides \( n \) and the weights of the codewords. Our aim in this note is to prove, when the dual minimum distance is at least three, the lower bound

\[ n \geq (r - 1)q + (p - 1)r. \tag{†} \]

Note that if we allow the dual minimum distance to be 2 then we could take the repetition code of length \( r \). In contrast to the Griesmer bound and the Singleton bound (see [8], [10]), this bound does not directly involve the minimum distance. If \( k = 3 \) it is possible to prove the bound \( n \geq (r - 1)q + r \) rather trivially, as we shall see. The fact that this trivial bound was not attainable for \( p > 2 \) was already known [2], however this only leads
to the bound \( n \geq (r - 1)q + 2r \). It was also known that the trivial bound is attainable for \( p = 2 \) and we shall show that the new bound (†) is also attainable when \( q = p^2 \) for any prime \( p \), see Section 4.

A generator matrix of a linear code is a matrix whose rows form a basis for the code. The columns of the generator matrix of \( C \) are vectors of the \( k \)-dimensional vector space over \( GF(q) \). Let \( x = (x_1, \ldots, x_k) \) be the \( j \)-th column of \( C \). For each \( a \in GF(q)^k \) there is a codeword \( w \) in \( C \) whose \( j \)-th coordinate is

\[
\sum_{i=1}^{k} a_i x_i.
\]

The weight \( wt(w) \) of the codeword \( w \) is the number of columns in \( C \) for which this value is non-zero and so the number of columns \( x \) for which

\[
\sum_{i=1}^{k} a_i x_i = 0
\]

is \( n - wt(w) \). Thus the columns of the generator matrix form a set \( S \) of distinct points in \( PG(k - 1, q) \) with the property that every hyperplane is incident with a multiple of \( r \) points of \( S \).

Note that if we can find a \( (k - 2) \)-dimensional subspace \( U \) containing a single point of \( S \) (which we obviously can if \( k = 3 \)), then we can count points of \( S \) on hyperplanes containing \( U \) and deduce the lower bound \( n \geq (r - 1)(q + 1) + 1 = (r - 1)q + r \). This is the trivial bound referred to previously.

One of the motivations for this work comes from the “strong cylinder conjecture” which states that a set of \( p^2 \) points in \( AG(3, p) \) which intersects every plane in 0 mod \( p \) points is the union of \( p \) parallel lines, i.e. a cylinder, see [6] and [3]. By embedding the space in \( AG(4, p) \), and using the set of \( p^2 \) points as a base of a cylinder of size \( p^3 \) points, we can construct a set of \( p^3 \) points \( S \) in the plane \( AG(2, p^3) \) with the property that every line is incident with 0 mod \( p \) points of \( S \). For more details on how this is done see [9, Section 2]. This led to the question whether a set with such a property could have size less than \( p^3 \). As we shall see in Example 4.4, the answer is affirmative, there are examples of size \( p^3 - p \) and, moreover, Theorem 2.1 implies this is best possible.

2. A LOWER BOUND FOR THREE DIMENSIONAL CODES

We first consider the three dimensional case and then the more general \( k \)-dimensional case. The proofs in both cases are similar and are streamlined and then generalised versions of the proof in [1].

If we view \( GF(q^2) \) as the two dimensional vector space over \( GF(q) \) then the points of \( AG(2, q) \) can be viewed as \((1, y)\) where \( y \in GF(q^2) \). In the quotient space of \( y \) the points \((0, y - b)\) and \((0, y - c)\) are the same point in \( PG(1, q) \) if and only if there is a non-zero \( \gamma \in GF(q) \) such that \( y - b = \gamma(y - c) \) which is if and only if \( (y - b)q - 1 = (y - c)q - 1 \). Hence \((1, y)\), \((1, b)\) and \((1, c)\) are collinear in \( AG(2, q) \) if and only if \( (y - b)q - 1 = (y - c)q - 1 \). Normally we just say that a subset of the points of \( AG(2, q) \) can be viewed as a subset of \( GF(q^2) \).
Theorem 2.1. Let $1 < r < q = p^h$. A set of points $S$ in $PG(2, q)$ which is incident with $0 \mod r$ points of every line has at least $(r - 1)q + (p - 1)r$ points and $r$ must divide $q$.

Proof. Let us first see that $r$ divides $q$. By counting the points of $S$ on lines through a point not in $S$ we have that $|S| = 0 \mod r$. By counting points of $S$ on lines through a point in $S$ we have $|S| = 1 + (-1)(q + 1) \mod r$ and combining these two equalities we see that $q = 0 \mod r$.

Assuming $|S| < r(q + 1)$ (for if not the theorem is proved) there is an external line to $S$, so we can view $S$ as a subset of $GF(q^2) \simeq AG(2, q)$ and consider the polynomial

$$R(X, Y) = \prod_{b \in S} (X + (Y - b)^q^{-1}) = \sum_{j=0}^{|S|} \sigma_j(Y)X^{|S| - j}.$$ 

For all $y$, $b$ and $c \in GF(q^2)$ the corresponding points of $AG(2, q)$ are collinear if and only if $(y - b)^q = (y - c)^q$ and each factor $X + (y - b)^q$ of $R(X, y)$ divides $X^q - X$ whenever $y \neq b$.

For $y \in S$ we have

$$R(X, y) = X(X^q - 1)^{r-1}g_1(X)^r,$$

and for $y \notin S$

$$R(X, y) = g_2(X)^r.$$

In both cases $\sigma_j(y) = 0$ for $0 < j < q$ and $r$ does not divide $j$. The degree of $\sigma_j$ is at most $j(q - 1)$ and there are $q^2$ elements in $GF(q^2)$, hence $\sigma_j \equiv 0$ when $0 < j < q$ and $r$ does not divide $j$. So

$$R(X, Y) = X^{|S|} + \sigma_1X^{|S|+r} + \sigma_2X^{|S|+2r} + \ldots + \sigma_qX^{|S|-q} + \sigma_{q+1}X^{|S|-q-1} + \ldots + \sigma_{|S|}.$$ 

For all $y \in GF(q^2)$ we have

$$\frac{\partial R}{\partial Y}(X, y) = \left(\sum_{b \in S} \frac{-(y - b)^q - 1}{X + (y - b)^q} \right) R(X, y).$$

In all terms the denominator is a divisor of $X^q - X$ so multiplying this equality by $X^q - X$ we get an equality of polynomials and we see that

$$R(X, y) | (X^q - 1) \frac{\partial R}{\partial Y}(X, y),$$

or even better

$$R(X, y)G_y(X) = (X^q - 1) \frac{\partial R}{\partial Y}(X, y) =$$

$$(X^q - 1)(\sigma'_1X^{|S|+r} + \sigma'_2X^{|S|+2r} + \ldots + \sigma'_qX^{|S|-q} + \sigma'_{q+1}X^{|S|-q-1} + \ldots).$$ 

Here $G = G_y$ is a polynomial in $X$ of degree at most $q + 1 - r$. The term of highest degree on the right-hand side of (\ast) that has degree not 1 mod $r$ has degree at most $|S|$. The coefficient of the term of degree $|S|$ is $\sigma'_{q+1}$, where $'$ is differentiation with respect to $Y$.

Consider first the case $y \notin S$. As $R(X, y)$ is an $r$-th power, any non-constant term in $G$, with degree not 1 mod $r$ would give a term on the right-hand side of degree $>|S|$ and not 1 mod $r$, but such a term does not exist. Hence every term in $G$ has degree 1 mod $r$ except for the constant term which has coefficient $\sigma'_{q+1}$.
For any natural number $\kappa$ and $i = 1, \ldots, r - 2$ the coefficient of the term of degree $|S| - i(q + 1) - \kappa r$ (which is not 0 or 1 mod $r$) on the right-hand side of (\*) is

$$-\sigma'_{i(q+1)+\kappa r} + \sigma'_{(i+1)(q+1)+\kappa r}$$

and must be zero, when $y \notin S$. However if $(r - 1)(q + 1) + \kappa r > |S|$ then $\sigma_{(r-1)(q+1)+\kappa r} \equiv 0$ and we have $\sigma'_{i(q+1)+\kappa r} = 0$ for all $i = 1, \ldots, r - 2$. Now consider the coefficient of the term of degree $|S| - \kappa r$. On the right hand side of (\*) this has coefficient $-\sigma'_{\kappa r}$ (since $\sigma'_{\kappa r} = 0$). The only term of degree zero mod $r$ in $G$ is the constant term which is $\sigma'_{\kappa r}$. The coefficient of the term of degree $|S| - \kappa r$ in $R(X, y)$ is $\sigma_{\kappa r}$. Hence

$$\sigma_{\kappa r} \sigma'_{\kappa r} = -\sigma'_{\kappa r} \quad \text{for all } y \notin S. \quad (**)$$

If $y \in S$ then $\sigma_{q+1}(y) = 1$ and if $y \notin S$ then $\sigma_{q+1}(y) = 0$. Let

$$f(Y) = \prod_{y \in S} (Y - y).$$

Then $f_{\sigma_{q+1}} = (Y^q - Y)g(Y)$ for some $g \in GF(q^2)[Y]$ of degree at most $|S| - 1$ (the degree of $\sigma_{q+1}$ is at most $q^2 - 1$). Differentiate and substitute for a $y \in S$ and we have $f'(y) = -g(y)$. Since the degree of $f'$ and $g$ are less than $|S|$ we have $g \equiv -f'$. Now differentiate and substitute for a $y \notin S$ and we get $\sigma'_{q+1}f = f'$. Thus for $y \notin S$ we have $\sigma_{\kappa r} f'/f = -\sigma'_{\kappa r}$ and so $(f\sigma_{\kappa r})'(y) = 0$. The polynomial $(f\sigma_{\kappa r})'$ has degree at most $\kappa r(q - 1) + |S| - 2$, which is less than $q^2 - |S|$ if $\kappa r \leq q - 2r$.

So from now on let $|S| = (r - 1)q + \kappa r$. The polynomial $(f\sigma_{\kappa r})' \equiv 0$ and so $f\sigma_{\kappa r}$ is a $p$-th power. Hence $f^{p-1}$ divides $\sigma_{\kappa r}$.

If $\kappa \leq p - 2$ then $(p - 1)(r - 1)q + \kappa r(p - 1) > \kappa r(q - 1)$ and so $\sigma_{\kappa r} \equiv 0$. However the polynomial whose terms are the terms of highest degree in $R(X, Y)$ is $(X + Y^{q-1})^{|S|}$ which has a term $X^{(r-1)q} Y^{\kappa r(q-1)}$ since $\binom{|S|}{\kappa r} = 1$.

Thus $\sigma_{\kappa r}$ has a term $Y^{\kappa r(q-1)}$ which is a contradiction. Therefore $\kappa \geq p - 1$. \hfill \square

**Corollary 2.2.** A code of dimension 3 whose weights and length have a common divisor $r < q$ and whose dual minimum distance is at least 3 has length at least $(r - 1)q + (p - 1)r$.

A maximal arc in a projective plane is a set of points $S$ with the property that every line is incident with 0 or $r$ points of $S$. Apart from the trivial examples of a point, an affine plane and the whole plane, that is where $r = 1$, $q$ or $q + 1$ respectively, there are examples known for every $r$ dividing $q$ for $q$ even, see [7].

**Corollary 2.3.** There are no non-trivial maximal arcs in $PG(2, q)$ when $q$ is odd.

**Proof.** A maximal arc has $(r - 1)q + r$ points. \hfill \square

This was first proven in [2].
3. A LOWER BOUND FOR HIGHER DIMENSIONAL CODES

In this section we prove the same bound for 0 modulo $r$ sets (with respect to hyperplanes) in higher dimensions. The main difference between the planar case and the higher dimensional cases is the difficulty in showing that there is a hyperplane disjoint from the set and that $r$ divides $q$. In fact we will only be able to prove this for a possible counter-example, that is for a set of size less than $(r - 1)q + (p - 1)r$. We will do this in a separate lemma. After this lemma we give a representation of $AG(k - 1, q)$ that generalises the one used in the previous section for $AG(2, q)$. Finally, before stating and proving the result we will also need a lemma which allows us to repeat the step of replacing $\sigma_{q+1}$ with $f$ in the proof of Theorem 2.1.

**Lemma 3.1.** Let $S$ be a set of points of $PG(k - 1, q)$ with the property that every hyperplane is incident with $0 \mod r$ points of $S$. If $r < q$ and $|S| < (r - 1)q + (p - 1)r$ then $r$ divides $q$ and there is a hyperplane incident with $0$ points of $S$.

**Proof.** Throughout the proof, by dimension we mean projective dimension. For $k = 3$ the lemma holds by Theorem 2.1. So assume that $k \geq 4$ and that the lemma holds for all smaller dimensions by induction. We shall often use a theorem of Bose and Burton [5] that states that if a set of points $B$ of $PG(k - 1, q)$ has the property that every $v$-dimensional subspace is incident with a point of $B$ then $|B| \geq (q^{k-v} - 1)/(q - 1)$.

It is clear that $|S| < 2q^2 - 2q < q^2 + q^2 + q + 1$ and so $S$ cannot block the $(k - 4)$-dimensional subspaces. Moreover, counting the points of $S$ on the $(k - 3)$-dimensional subspaces through a skew $(k - 4)$-dimensional subspace, $S$ cannot doubly-block (contain at least two points of) every $(k - 3)$-dimensional subspace.

Let $T$ be a subspace of maximal dimension $t$ with the property $|T \cap S| = 1$. Counting points of $S$ on $(t + 1)$-dimensional subspaces through $T$ we see at least $1 + \frac{q^{k-1-t-1}}{q-1}$ points.

Since this has to be less than $2q^2 - 2q$, we have $t \geq k - 4$. Let $T_1$ be a $(k - 4)$-dimensional subspace in $T$ with $|T_1 \cap S| = 1$. One of the $q^2 + q + 1$ $(k - 3)$-dimensional subspaces containing $T_1$ contains at most 2 points of $S$ (otherwise $|S| > 1 + 2(q^2 + q + 1)$). Hence we have a $(k - 3)$-dimensional subspace meeting $S$ in 1 or 2 points. From now on we distinguish two cases according to whether $S$ blocks every $(k - 3)$-dimensional subspace or not.

**Case 1. There exists a $(k - 3)$-dimensional subspace $N$ skew to $S$.

Counting the points of $S$ on the hyperplanes through $N$, we have that $|S| \equiv 0 \mod r$. If there is a $(k - 3)$-dimensional subspace $M_1$, such that $|M_1 \cap S| = 1$, then counting the points of $S$ on the hyperplanes through $M_1$, we get that $-1(q+1)+1 \equiv |S| \mod r$ and hence $r$ divides $q$.

If not, there is a $(k - 3)$-dimensional subspace $M_2$ intersecting $S$ in exactly 2 points (by the first paragraph of the proof). Counting as before we have that $-2(q+1)+2 \equiv |S| \mod r$ and hence $r$ divides $2q$.

If all the $(k - 3)$-dimensional subspaces intersect $S$ in an even number of points, then by induction on the dimension $k$ we can apply the statement of the lemma to the non-empty intersection of $S$ with a hyperplane, with $r = 2$. Thus, either $2$ divides $q$ or every hyperplane containing points of $S$ contains at least $q + p$ points of $S$. In the latter case,
counting points of \( S \) on hyperplanes containing \( M_2 \) implies \(|S| \geq (q + p - 2)(q + 1) + 2\) which it is not, so this case does not occur. If 2 divides \( q \) then \( q = 2^h \) and \( r \) divides \( q \).

If there is a \((k - 3)\)-dimensional subspace \( M_2^* \), such that \(|M_2^* \cap S| = 2n + 1\), then as before we get that \(-(2n + 1)(q + 1) + (2n + 1) \equiv |S| \mod r\), hence \( r \) divides \((2n + 1)q\). Combining this divisibility with the divisibility \( r \) divides \( 2q \) yields \( r \) divides \( q \).

Now we have that \( r \) divides \( q \) and \( r < q \), hence we know that \( r \leq q/p\) and so \(|S| < rq\). Counting the points of \( S \) on the hyperplanes containing \( N \) we see that there is a hyperplane containing no points of \( S \).

**Case 2.** \( S \) blocks every \((k - 3)\)-dimensional subspace.

Since \( r < q \) there are at least \( 2r \) points of \( S \) on every hyperplane (since to block its hyperplanes we need at least \( q + 1 \) points). Let \( M \) be a \((k - 3)\)-dimensional subspace with \(|M \cap S| \leq 1\) (see the first paragraph of the proof). By counting the points of \( S \) on the hyperplanes through \( M \) we get \(|S| \geq (q + 1)(2r - 1) + 1 > (r - 1)q + (p - 1)r\) points, a contradiction.

\( \square \)

Let \( k \geq 4 \).

If we view \( GF(q)^{k-3} \times GF(q^2) \) as the \((k - 1)\)-dimensional vector space over \( GF(q) \) then the points of \( AG(k - 1, q) \) can be viewed as \( a = (1, a_1, a_2, \ldots, a_{k-2}) \) where \( a_{k-2} \in GF(q^2) \) and the other \( a_i \) are elements of \( GF(q) \). In the quotient space of the span of

\[
\begin{align*}
w_0 &= (1, 0, \ldots, 0, y_0), \quad w_1 = (0, 1, 0, \ldots, 0, y_1), \quad \ldots, \\
w_{k-3} &= (0, \ldots, 0, 1, y_{k-3})
\end{align*}
\]

the point \( a \) is given by \((0, \ldots, 0, y_0 - a_{k-2} + \sum_{i=1}^{k-3} a_i y_i)\). As in the previous section the points \( a \) and \( b \) are quotient to the the same point in \( PG(1, q) \) if and only if \((y_0 - a_{k-2} + \sum_{i=1}^{k-3} a_i y_i)^{q-1} = (y_0 - b_{k-2} + \sum_{i=1}^{k-3} b_i y_i)^{q-1}\) if and only if \( \langle w_0, w_1, \ldots, w_{k-3}, a \rangle = \langle w_0, w_1, \ldots, w_{k-3}, b \rangle \). Note that \( y_0 - a_{k-2} + \sum a_i y_i = 0 \) if and only if \( a \in \langle w_0, w_1, \ldots, w_{k-3} \rangle \).

**Lemma 3.2.** Let \( q \) be an arbitrary prime power, \( S \subseteq GF(q)^n \) and define the following two polynomials in \( n \) variables:

\[
\begin{align*}
f(X_0, \ldots, X_{n-1}) &= \prod_{a \in S} (a_0 X_0 + \cdots + a_{n-1} X_{n-1}), \\
g(X_0, \ldots, X_{n-1}) &= \sum_{a \in S} (a_0 X_0 + \cdots + a_{n-1} X_{n-1})^{q-1}.
\end{align*}
\]

Then we have the following identity between polynomials:

\[
f(X)(g(X) - |S|) = \sum_{i=0}^{n-1} (X_i^q - X_i) \frac{\partial f}{\partial X_i}.
\]

**Proof.** We use induction on \(|S|\). For \(|S| = 1\), we have

\[
(a_0 X_0 + \cdots + a_{n-1} X_{n-1})((a_0 X_0 + \cdots + a_{n-1} X_{n-1})^{q-1} - 1)) = \sum_i a_i (X_i^q - X_i),
\]

and the partial derivative of \( a_0 X_0 + \cdots + a_{n-1} X_{n-1} \) with respect to \( X_i \) is \( a_i \).
For the general step let $S_1 = S \cup \{(b_0, ..., b_{n-1})\}$ and denote by $f_1$ and $g_1$ the corresponding functions for $S_1$, that is

$$f_1 = (b_0X_0 + \cdots + b_{n-1}X_{n-1})f,$$
$$g_1 = (b_0X_0 + \cdots + b_{n-1}X_{n-1})^{q-1} + g.$$

We have

$$f_1(g_1 - |S| - 1) = (b_0X_0 + \cdots + b_{n-1}X_{n-1})f(g - |S| + (b_0X_0 + \cdots + b_{n-1}X_{n-1})^{q-1} - 1) =
$$

$$((b_0X_0 + \cdots + b_{n-1}X_{n-1})^{q} - (b_0X_0 + \cdots + b_{n-1}X_{n-1}))f + (b_0X_0 + \cdots + b_{n-1}X_{n-1})(\sum_{i=0}^{n-1} (X_i^q - X_i) \frac{\partial f}{\partial X_i}) =
$$

$$= \sum_{i=0}^{n-1} (X_i^q - X_i)(b_i f + (b_0X_0 + \cdots + b_{n-1}X_{n-1}) \frac{\partial f}{\partial X_i}) =
$$

$$= \sum_{i=0}^{n-1} (X_i^q - X_i) \frac{\partial f_1}{\partial X_i}.$$ 

\[\square\]

**Theorem 3.3.** A set of points $S$ in $PG(k-1, q)$ which is incident with $0 \mod r$ points of every hyperplane has at least $(r - 1)q + (p - 1)r$ points, where $1 < r < q = p^h$ and $k \geq 4$.

**Proof.** Assume that $|S| < (r - 1)q + (p - 1)r$. By Lemma 3.1, we have that $r$ divides $q$ and that we can view $S$ as a subset of $GF(q)^{k-3} \times GF(q^2) \simeq AG(k-1, q)$. Consider the polynomial in $k - 1$ variables

$$R(X, Y) = \prod_{a \in S} (X + (Y_0 - a_{k-2} + \sum_{i=1}^{k-3} a_i Y_i)^{q-1}) = \sum_{j=0}^{\frac{|S|}{3}} \sigma_j(Y)X^{|S|-j}.$$

For all $y = (y_0, y_1, \ldots, y_{k-3})$ where the $y_i$ elements of $GF(q^2)$ (and so $y \in GF(q^2)^{k-2}$) the points $a, b$ and

$$w_0 = (1, 0, \ldots, 0, y_0), w_1 = (0, 1, 0, \ldots, 0, y_1), \ldots, w_{k-3} = (0, \ldots, 0, 1, y_{k-3}),$$

span the same hyperplane if and only if

$$(y_0 - a_{k-2} + \sum_{i=1}^{k-3} a_i y_i)^{q-1} = (y_0 - b_{k-2} + \sum_{i=1}^{k-3} b_i y_i)^{q-1} \neq 0.$$ 

Suppose that $W = \langle w_0, w_1, \ldots, w_{k-3} \rangle$ is a $(k - 3)$-dimensional subspace incident with $t$ points of $S$. By hypothesis every $(k - 2)$-dimensional subspace contains a multiple of $r$ points of $S$ and so

$$R(X, y) = X^t (X^{q+1} - 1)^{r-t_0} g(X)^r,$$

where $t_0 = t \mod r$.

For all $y \in GF(q^2)^{k-2}$ the polynomial $\sigma_j(y) = 0$ whenever $0 < j < q$ and $r$ does not divide $j$. However $\sigma_j$ has degree at most $j(q - 1)$ and so, for $0 < j < q$ and $r$ does not divide $j$, the polynomial $\sigma_j \equiv 0$. 

For future reference note that \( \sigma_{q+1}(y) = -(r - t_0) = t \mod p \), hence
\[
\sigma_{q+1}(Y) = -\sum_{a \in S} (Y_0 - a_{k-2} + \sum_{i=1}^{k-3} a_i Y_i)^{q^2-1}.
\]
(To see this identity, note that both sides are polynomials of degree at most \( q^2 - 1 \) and are equal as functions.)

Let \( |S| = (r - 1)q + \kappa \gamma r \).

If \( t = 1 \) then \( \sigma_{\kappa \gamma r}(y) = 0 \) since the degree of \( g \) in this case is \( \kappa - 1 \).

Fix any \( i \) and let \( ' \) be differentiation with respect to the variable \( Y_i \).

As in the proof of the planar case, Theorem 2.1, we have
\[
R(X, y) | (X^{q+1} - 1) \frac{\partial R}{\partial Y_i}(X, y).
\]

If \( |W \cap S| = 0 \) then \( R(X, y) \) is an \( r \)-th power and in exactly the same way as in the proof of Theorem 2.1 we have
\[
\sigma_{\kappa \gamma r} \sigma'_{q+1} = -\sigma'_{\kappa \gamma r}.
\]

Let
\[
f(Y) = \prod_{a \in S} (Y_0 - a_{k-2} + \sum_{i=1}^{k-3} a_i Y_i).
\]

We apply Lemma 3.2 to \( f \) and \( \sigma_{q+1} \) (the field is \( GF(q^2) \), the variables are \( Y_0, \ldots, Y_{k-2} \) and we put \( Y_{k-2} = -1 \)) to find
\[
f \sigma_{q+1} = -\sum_{i=0}^{k-3} (Y_i^{q^2} - Y_i) \frac{\partial f}{\partial Y_i}.
\]

Differentiating (with respect to the previously selected variable \( Y_i \)) and evaluating for any \( y \in GF(q^2)^{k-2} \) we have
\[
\sigma'_{q+1} f + \sigma_{q+1} f' = f'.
\]
The equation \( \sigma_{\kappa \gamma r} \sigma'_{q+1} = -\sigma'_{\kappa \gamma r} \) is only valid for \( |W \cap S| = 0 \), but if we multiply it with \( f \) (which is zero whenever \( |W \cap S| > 0 \)), we have an equation valid for any \( y \). Combining this with \( \sigma'_{q+1} f = f' - \sigma_{q+1} f' \) we have that \( (f \sigma_{\kappa \gamma r})' = f' \sigma_{q+1} \sigma_{\kappa \gamma r} \). But the right hand side is 0 for any choice of \( y \): if \( |W \cap S| = 0 \) then \( \sigma_{q+1} = 0 \), if \( |W \cap S| = 1 \) then \( \sigma_{\kappa \gamma r} = 0 \), while for \( |W \cap S| > 1 \) \( f' = 0 \) (since in this case \( y \) is a root of multiplicity at least 2).

We deduce that the polynomial \( (f \sigma_{\kappa \gamma r})' \) is zero for all \( y \in GF(q^2)^{k-2} \), but it is a polynomial of degree at most \( |S| + \kappa \gamma r(q - 1) < q^2 \). Thus \( (f \sigma_{\kappa \gamma r})' \equiv 0 \). This holds for which ever indeterminate \( Y_i \) we choose to differentiate with respect to and so we conclude that
\[
f \sigma_{\kappa \gamma r} \in GF(q^2)[Y_0^p, \ldots, Y_{k-3}^p].
\]

Hence \( f^{p-1} \) divides \( \sigma_{\kappa \gamma r} \).

If \( \kappa \leq p - 2 \) then \( (p - 1)(r - 1)q + \kappa r(p - 1) > \kappa r(q - 1) \) and so \( \sigma_{\kappa \gamma r} \equiv 0 \). However the polynomial whose terms are the terms of highest degree in \( R(X, Y_0, \ldots, 0) \) is \( (X + Y_0^{q-1})^{\lfloor S \rfloor} \) which has a term \( X^{(r-1)\kappa r(q-1)} \) since \( \lfloor S \rfloor = 1 \).

Thus \( \sigma_{\kappa \gamma r} \) has a term \( Y^{\kappa r(q-1)} \) which is a contradiction. Therefore \( \kappa \geq p - 1 \).
Corollary 3.4. A linear code whose weights and length have a common divisor \( r < q \) and whose dual minimum distance is at least 3 has length at least \((r - 1)q + (p - 1)r\).

4. Constructions

Firstly note that any planar examples can be embedded in higher dimensions. When \( q \) is even the maximal arcs in a plane attain the bound and they exist for all possible \( r \), see [7]. Also note that an affine plane is always an example (in any dimension) with \( r = q \) showing that the condition \( r < q \) is necessary in the theorems.

Here we give an outline of a general construction of such codes which will give us examples of size less than \( rq \) in the case where \( GF(r) \) is a subfield of \( GF(q) \).

If \( GF(r) \) is a subfield of \( GF(q) \) then \( q = r^t \). The points of \( PG(k-1,r^t) \) are the subspaces of rank 1 of \( V = V(k,r^t) \), the vector space of rank (vector space dimension) \( k \) over \( GF(q) \). These subspaces form a spread of rank \( t \) subspaces when we consider \( V \) as a vector space of rank \( kt \) over \( GF(r) \). Let \( U \) be a subspace of \( V \) and let \( B(U) \) be the set of points of \( PG(k-1,q) \) whose spread elements have a non-trivial intersection with \( U \).

Lemma 4.1. Let \( U \) be a subspace of \( V \) of rank at least \( t+1 \). For any hyperplane \( H \) of \( PG(k-1,q) \) the number \( |B(H) \cap B(U)| \) = 1 mod \( r \).

Proof. A hyperplane of \( PG(k-1,q) \) is a subspace of rank \((k-1)t\) and so \( m \), the rank of \( U \cap H \), is at least 1. The number of linearly independent vectors (mutually independent over \( GF(r) \)) in this intersection is \((r^d - 1)/(r-1)\). Let \( a_j \) be the number of spread elements contained in \( H \) that have an intersection of rank \( j \) with \( U \). Then

\[
\sum_{j=1}^{t} a_j (r^j - 1)/(r-1) = (r^d - 1)/(r-1)
\]

and thus \( \sum_{j=1}^{t} a_j = 1 \mod r \). \qed

Theorem 4.2. Let \( W \) be a subspace of \( V \) of rank \( t+1 \) and let \( U \) be a subspace of rank \( t+2 \) containing \( W \). The set of points \( S = B(U) \setminus B(W) \) of \( PG(k-1,q) \) has the property that every hyperplane is incident with 0 modulo \( r \) points of \( S \).

Proof. Apply Lemma 4.1 and \( 1-1 = 0 \). \qed

We will only investigate one example which is in the planar case, when points and lines of \( PG(2,r^t) \) are represented by some subspaces of \( V(3t,q) \) of rank \( t \) and \( 2t \) respectively. In general it is difficult to calculate the size of an example, but for a particular case it is not so hard.

Lemma 4.3. Let \( U \) be a subspace of \( V(3t,r) \) of rank \( k \) and let \( L \) be a subspace of rank \( 2t \) corresponding to a line of \( PG(2,r^t) \). If the rank of \( U \cap L \) is \( k-1 \) then the number of points of \( B(U) \setminus B(L) \) is \( \frac{q^k - q^{k-1}}{q-1} \). If \( k \geq t + 2 \), then \( B(U) \cup B(L) \).

Proof. For the first statement we need to show that any subspace of rank \( t \) corresponding to a point not in \( B(L) \) has an intersection with \( U \) of rank at most one. if not, then the
subspace of rank $t$ would have a non-trivial intersection with $U \cap L$, contradicting the fact that any point is contained in a line or has a trivial intersection with the line.

For the second statement note that if the intersection has rank at least $t+1$, then it has a non-trivial intersection with any subspace of rank $t$ of $L$.

**Example 4.4.** An example in $PG(2, r^t)$ of size $r^{t+1} - r^{t-1} - r^{t-2} - \cdots - r$.

**Proof.** Let $L$ be a subspace of rank $2t$ corresponding to a line of $PG(2, r^t)$. By [4, Lemma 4.1] there is a subspace $W_1 \subset L$ of rank $t$ that intersects every subspace of rank $t$, corresponding to a point of $PG(2, r^t)$, in a subspace of rank at most one. Let $W$ be a subspace of rank $t+1$ that intersects $L$ in $W_1$. By the previous lemma (and the choice of $W_1$), the size of $B(W)$ is $\frac{r^t}{r-1} + \frac{r^{t+1} - r^t}{r-1}$.

Let $U$ be a subspace of rank $t+2$ that contains $W$ and meets $L$ in a subspace of rank $t+1$. Then by the previous lemma, $|B(U)| = r^t + 1 + \frac{r^{t+2} - r^{t+1}}{r-1}$ and we have constructed a set $S = B(U) \setminus B(W)$ of size $r^{t+1} + r^t + 1 - (\frac{r^{t+1} - 1}{r-1})$ with the desired property. □

The particular case $t = 2$ gives a set of size $r^3 - r$ showing that the bound in Theorem 2.1 (and hence Theorem 3.3) is sharp in the case $q = p^2$.
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